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Preface

The 2015 International Conference on Machine Learning and Signal Processing
(MALSIP) was organized by the Malaysia Technical Scientist Association
(MALTESAS) together with Newcastle University (Singapore campus). For this
first installment, it was held in the historical city of Melaka, Malaysia, from June 12
to June 14, 2015. The conference chiefly focused on advances in and innovative
technologies related to machine learning, signal processing, and their applications.
The event, which drew participants from around the globe, was intended to bring
together researchers and scientists working on signal processing and machine
learning topics, offering them a forum to discuss recent advances in their research
areas, exchange ideas, and lay the groundwork for future collaborations. Of the 95
manuscripts received, only 27 were ultimately accepted for publication in these
conference proceedings.

The organizers of MALSIP 2015 were also delighted to have Professor Dr.
M. Iqbal Saripan from Universiti Putra Malaysia (UPM) as a keynote speaker. He
presented his work on “Digital Image Processing Applications in Nuclear Medical
Imaging Systems,” discussing both single modality and hybrid modality approaches
in nuclear medical imaging (NMI), as well as the implementation of digital image
processing to enable the use of NMI in medical diagnostics.

In total, 357 experts in signal processing and machine learning from various
countries across the globe were selected to act as reviewers of manuscripts for
MALSIP 2015, covering a wide range of topics relating to signal processing
techniques and their applications.

This book highlights the latest technologies and trends in machine learning and
signal processing techniques, offering a valuable resource for researchers and
practitioners alike.
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The editors wish to express their gratitude to the Malaysia Technical Scientist
Association (MALTESAS) and Newcastle University (Singapore campus), as well
as Event Management, Skaievent Technovation and Narujaya Consultant
Enterprise, for organizing and supporting this very successful conference.

Ping Jack Soh
Wai Lok Woo

Hamzah Asyrani Sulaiman
Mohd Azlishah Othman

Mohd Shakir Saat
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User Identification of Keystroke
Biometric Patterns with the Cognitive
RAM Weightless Neural Net

Weng Kin Lai, Beng Ghee Tan, Ming Siong Soo and Imran Khan

Abstract A user identification system which matches the keystroke dynamics of
the users with the Cognitive RAM (CogRAM) weightless neural net is discussed in
this paper. The keystroke patterns are made up of a common password for all users.
While there are several common approaches to represent the users’ keystroke
patterns, the approach adopted here is based on the force applied to each key.
Effectively, they will then constitute a fixed length passkey. In addition, the system
was developed based on an 8-bit AVR enhanced, RISC microcontroller. From the
experimental results obtained, it can be seen that the identity of the users can be
successfully matched just from their keystroke biometric patterns alone.

Keywords Biometrics � Keystroke dynamics � Artificial neural networks

1 Introduction

User identification and verification are two common but different applications of
biometric technologies. While verification relates to matching or verifying the pat-
terns against a single user’s stored identity, identification on the other hand, involves
finding the one unique identity amongst the many stored identities. Essentially,
identification seeks to determine the user’s identity whereas verification attempts to
prove the claimed identity. Although a variety of authentication devices may be used
to verify a user’s identity, passwords remain the most preferred method especially
when the keyboard is the preferred data entry device, due to both the long history of the
use of this mechanism to gain access as well as the fact that it is still relatively
inexpensive compared to other more sophisticated solutions. However, like most
modern technologies, unless it is used correctly, the level of security provided by
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passwords can be weak. Hence, multi-factor approaches are needed to extend and
strengthen the security level that passwords provide. This reinforcement should be
transparent and indiscernible to users and does not require any additional efforts while
entering their account identity and password. However, in addition to different and
personalized passwords for each user, the users are also known to have developed a
unique typing style to enter their important account information. For example, a user
may type the characters that constitute the password at different speeds. By leveraging
on such differences, one can develop an approach that may be used to enhance the
system’s security with keystroke biometrics (or in some literature, typing biometrics)
to reinforce password-authentication mechanisms. Since the earliest reported work
on keystroke biometrics [1] in 1980, interest in this area has gradually gained
momentum [2].

The remainder of this paper is organised as follows. The next section gives a
short review of some of the significant work on keystroke biometrics. Section 3
discusses the hardware design of the keystroke biometrics user identification system
which captures the force exerted by users on a numeric keypad. In Sect. 4, we
describe the important details of weightless neural networks (WNN’s) for pattern
recognition. It also introduces the Cognitive RAM network (CogRAM) and details
its architecture and learning rules. Section 5 discusses the major design issues as
well as the important aspects of the experiments and the results obtained. Finally, in
Sect. 6 we present some conclusions and potential areas for further work.

2 Related Work and Motivation

Previous research [3–6] has shown that it is possible to identify a user via his or her
typing patterns in the form of keystroke biometrics which attempts to analyze a
user’s keystroke patterns. It is well known that an individual’s keystroke biometrics
pattern may be based on any combination of the following features [5, 7], viz.
keystroke duration, latency between consecutive keystrokes or the force exerted on
the keys. Some prior work has been done on the use of keystroke biometrics as a
password hardening technique [8–11]. In addition to the duration between each pair
of keystrokes, Obaidat and Sadoun [12] investigated the use of the holding time for
each key pressed. The results reported of authenticating users based on just their
keystroke have been encouraging. Nonetheless, these works were centered pri-
marily on the common QWERTY computer keyboard. While the QWERTY layout
has been used extensively in the past, the simple and inexpensive numeric keypad is
gaining popularity. However, the typing style on the numeric keypad which is used
in this work is significantly different than that on the QWERTY layout. Maxion and
Killourhy [13] investigated keystroke biometrics on a numeric keypad based on 3
key features of hold time, diagram latency and diagram interval.

In this study, we will be investigating how we may identify an individual’s
keystroke biometric pattern on a numeric keypad based on the force (or amount of
pressure) exerted on each key using a weightless neural network (WNN). WNNs do

2 W.K. Lai et al.



not use weighted connections between nodes but essentially uses a different kind of
neuron model,—usually based on RAM memory devices [14]. One advantage of
this approach is that training only involves a single pass through the data. In
addition, these networks may easily be implemented in digital hardware, where they
will be able to give better performance in terms of operating speed. And this is
where we are motivated to investigate the use of this neural network model, as we
would like to eventually develop a standalone biometrics system. The biometric
sensors of the system are force sensitive resistors which were used to capture and
translate the amount of force exerted on the keys into their equivalent electrical
values, so as to give an accurate representation of the amount of force that each user
applies while typing.

Two main authentication issues are emphasized during the overall design of the
system, viz.

(a) the numeric password representing the normal passkey entered by the user,
which consists of a combination of numeric keys of the appropriate length
created by the user and saved in the system,

(b) the keystroke biometrics pattern associated with the user’s password in the
form of a “typing template”. This is the second factor which will be analyzed
by the weightless neural net.

3 System Design

3.1 Force Sensor

A major component of the system is the force sensor that measures the amount of
force applied by the user. The force sensor used here are the ones made from a
conductive polymer that changes its resistance linearly with respect to the amount
of force applied to its surface [15]. Such a force sensitive resistor was then placed
underneath the numeric keypad as shown in Fig. 1.

3.2 Microprocessor Design with Arduino

The force applied to the keys is transmitted to the force sensor and this is processed
by the Arduino Leonardo micro controller (Fig. 2) into a form that is suitable for
further processing. The Arduino has a total of 20 input-output pins, of which 7 can
be used as PWM outputs and 12 as analogue inputs. Furthermore, it uses the
ATmega32u4 processor, a low-power CMOS 8-bit microcontroller based on the
AVR enhanced RISC (Reduced Instruction Set Computing) architecture that has 32
8-bit general purpose working registers. The program and data in the AVR are

User Identification of Keystroke Biometric Patterns … 3



stored in separate physical memory systems which would appear in different
address spaces. Once the system has captured the force exerted by the user on each
key, these keystroke biometric patterns will then be further processed by the
weightless neural net to perform user identification.

4 Weightless Neural Networks

Pattern recognition tasks are often performed using artificial neural networks
(ANNs). However, the multi-layer perceptron network (MLP) used are usually
trained with the backpropagation learning rule [16] where the nodes within the
different layers are modified. As the MLP is able to form complex decision regions
rather than just hyperplanes, it is able to deal with nonlinear classification problems.

Fig. 1 The system showing
the FSR in the centre, and the
Arduino Leonardo on the
right

Fig. 2 The Arduino
Leonardo

4 W.K. Lai et al.



Each node in the first layer creates a decision region which when combined in the
second layer, creates convex decision regions. These in turn will form additional
concave regions when the previous convex regions are combined by the nodes in
the third layer. Theoretically, any arbitrary region can be formed with just two
hidden layers and sufficient hidden units.

Nevertheless, the backpropagation while it is popular has been regarded to be
slow especially when dealing with problems with high input dimensionality and
large data sets. A faster solution which requires one pass learning can be found in
weightless neural networks (WNNs) that have been in existence since the 1960s.
A comprehensive review on this can be found in Ludermir et al. [17]. The WNN
used in the system described here is based on the work of Aleksander [18].

For ease of illustration, a simple example is shown in Fig. 3. Nevertheless, there
can be many input layers with as many as 4 or even 8-bit input address lines in
reality. The network is often triangular or pyramidal (for two-dimensional input
data) in shape, because the network tends to map the usually large number of inputs
to a smaller set of output nodes—as illustrated in Fig. 3b.

A sufficient number of pyramids, each with its own desired output value but a
common input vector, have to be built if more than one output class is required. The
binary input vector acts as an address generator during training, with all the cell’s
contents set to an undefined state at the beginning. As each undefined location is
addressed, a random number of either a 1 or 0 will be generated with equal
probability. Filho et al. [19] had proposed the goal seeking neural network which
allows the output to generate an undefined value that is propagated towards the next
layer whenever an undefined location is selected by the input address to a cell. It has
an appropriate set of rules to deal with such occurrences. Bowmaker and Coghill
further developed this idea into the Deterministic Adaptive RAM Network (DARN)
[20] which has a better generalisation performance although the DARN’s capa-
bilities are still poorer than that of the MLP. Enhancements to DARN which
resulted in the Cognitive RAM Network (CogRAM) however yielded much better
results [21]. In CogRAM, all the registers in the network cells are first set to zero
which is regarded as an undefined value but may become positive or negative

Fig. 3 Weightless neural network a The probabilistic logic neuron (PLN) b typical pyramid
structure of the PLN

User Identification of Keystroke Biometric Patterns … 5



during training. How the CogRAM learns and recalls are described in the next two
sections.

4.1 Learning

The CogRAM learns by setting the desired output of every cell in the pyramid to be
the same as the desired output of the pyramid. For example, if the desired output of
the neurons at the input layer is 0, the contents of the addressed location are
decremented by one. This is illustrated in Fig. 4 where the input pattern of ‘102’
was addressed. The initial contents which had been undefined were then subse-
quently changed to become a negative value of −1; which effectively represents the
desired output of ‘0’.

The outputs from each of the cells of this layer are then combined using the
Recall function to form the address vector for the cells in the next layer. Details of
this Recall function will be described in the next section. This is continued for
every layer in a similar manner until the final output layer is reached. If there is
more than one pyramid, then the same process is applied to each of the other
pyramids. While this is repeated to each of the other pyramid, nevertheless, the
entire training pattern set is only presented once.

4.2 Recall

In many ways, the Recall function is not unlike the earlier Learning function.
Starting from the input layer, the content of each addressed location is interpreted as
either U (undefined), 0 (zero), or 1 (one). When the contents of the cell is undefined
(U), the Goal Seeking Network (GSN) approach will be used to compute the
addressable set for the next layer. The same approach will also be used to identify
the correct location for conflicting forward addresses as well. Just like the Learning
function, Recall operates layer-by-layer, starting from the input layer until the
output is reached. Figure 5a shows the CogRAM used to classify an arbitrary class

Fig. 4 An example of
training an input pattern in
CogRAM a Before training
b desired output value ‘0’ (or
−1) stored in selected location
(‘10’)
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(‘N’). If there are 3 different classes instead, such a structure has to be repeated 3
times, as shown in Fig. 5b.

4.3 Improvements

We had observed that there are many cells that contain UNDEFINED values after the
training phase. Basically this means that these cells were not addressed by the input
patterns. Not surprisingly, this is more pronounced in data sets which have a smaller
number of training patterns. Nevertheless, such locations would only contribute to a
poor performance for the CogRAM, and hence such UNDEFINED cell locations
needs to be reconciled to improve its performance. Yee and Coghill [21] did this by
looking at each of the UNDEFINED locations in the output cell and computing the
nearest address up to a certain Hamming distance to the defined location’s address
(either 0 or 1) for the whole training set. This Hamming distance should not be more
than half of the cell size. They found that this resulted in a significant reduction of all
the UNDEFINED values in the output cell of each class, contributing to a significant
overall improvement in the classification results. However, because of the way we
have represented the typing patterns, any two patterns with a Hamming Distance of 1
may not necessarily mean that the two patterns representing the typing force exerted
onto the key are similar. For example, while the force for two patterns are only
‘slightly’ dissimilar, their binary representation may be significantly different, and
hence, not correct. Rather than modifying just one bit between these two patterns, we
should instead look at the overall picturewhere the binary representation of the similar
pattern should also be reflective of their actual physical value. Let’s take the example
for a force of 0.7 and 0.9 exerted on the same key. Their binary representation should
share a high degree of similarity but if a simple linear transformation scheme had been

Fig. 5 Typical architecture of CogRAM a CogRAM for only one class b CogRAM for 3 classes
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used, where 0.7 is represented as 1 1 1 02 in binary, and 0.9 would just be 1 0 0 12. The
Hamming distance for a new pattern of 1 1 1 12 (representing 1.5) and 1 1 1 02
(representing a force of 0.7) would just be one bit, as illustrated in Fig. 6a. It may be
clear that even though the Hamming distance may indicate they are quite similar,
nevertheless, the actual force represented by these two values are not even remotely
similar. Hence, a more accurate pattern representing similar forces would be one that
would map back to the actual physical representation of the actual force. A similar
pattern would then be one that is at the next force level(s) which, depending on the
binary coding scheme, may not be close in the Hamming distance sense—as illus-
trated in Fig. 6b, which shows two similar patterns F3 and F4 and their binary coded
representation.

5 Experimental Setup and Results

We have tested this new numerical keypad to authenticate the identity of the users
based on their keystroke biometric signatures in our previous work [22]. Each user’s
keystroke biometric signature was based on their preferred individual password,
each of which consists of 8 digits. In contrast, we are now using the keystroke
biometric signatures generated from this numerical keypad based on the SAME 8
digit password for all users. Clearly, this will introduce a more challenging set of
conditions as the individual identities are now based on nothing more than their
keystroke biometric signatures. 10 samples were obtained from each of the 10 users,
making a total of 100 sets of data. These users are familiar with the keyboard and
have used the keyboard in their daily work but to minimise any inconsistent typing
rhythm, they were given sufficient opportunities to familiarise themselves with this
common password. Moreover the data were pre-processed using a standard sigmoid
function (Eq. (1) to convert the biometric data to the range [0.0, 1.0] i.e.

f ðxÞ ¼ 1=1þ expðk� xÞ ð1Þ

Pattern #1 #2 #3 #4

1 1 1 0

1 1 1 1

Pattern #1 #2 #3 #4

1 1 1 0

0 0 0 1

(a)

(b)

Fig. 6 Dissimilar and similar
patterns a Dissimilar input
patterns b similar input
patterns
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where k, a constant was chosen arbitrarily from several values and the value of 10
was finally used in this investigation. One class of pressure patterns at a time was
randomly selected for registration and to train the system. Correct identification of
the test samples for the corresponding user contributes towards a True Positive
(TP) measure. Furthermore, patterns from the remaining 9 classes were also used to
test against this 1 class with the trained neural net so as to evaluate the CogRAM’s
ability to identify these invalid patterns. This would contribute to the True Negative
(TN) measure. This validation strategy was repeated for a total of 100 times, each
time with a randomly chosen set of training patterns. Figure 7 shows the average
TP and TN values obtained with 3 and 5 samples taken per class for training over
100 runs. It can be seen that for most cases (except user 5) the True Positive

Fig. 7 Average True Positive and True Negative results a 3 samples used in training b 5 samples
used in training
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identification rate is higher than the True Negative, meaning that correct identifi-
cation takes place more often than incorrect identification. Furthermore, when 5
samples instead of 3 samples were used for training, the True Positive identification
rates for some more users (such as users 2, 3 and 4) increases dramatically. This
seems to suggest that these users have naturally more consistent typing styles which
our system is able to identify.

6 Conclusions

Together with the electronic keyboard, passwords have been used for a long time as
a simple and convenient means to gain access, especially for electronic systems.
However, once the passwords are compromised, there cannot be any more pro-
tection from unauthorized entry. This is where keystroke biometrics may be used to
strengthen this mode of access control. Nonetheless much of the work in this area
has been done with the common QWERTY keyboard using either timing or
pressure features. However, the typing style for most people on a numeric keypad is
significantly different when compared with that on a QWERTY layout. In this paper
we have discussed the development of a keystroke biometrics with a novel numeric
keypad which can generate the keystroke biometric patterns based on the amount of
pressure exerted on each key as the users entered the password. This keystroke
biometric system was designed with a force sensitive resistor integrated into a
common numeric keypad, and the pressure data from this force sensitive resistor
was then acquired via the Arduino microcontroller. The keystroke biometric sig-
natures generated from this numerical keypad were based on the SAME 8 digit
password for all 10 subjects. The length of password was chosen as it resembles a
telephone number and hence many of the subjects may find this very familiar and
reassuring. The Cognitive RAM (CogRAM) weightless neural net was then used to
process and authenticate the individuals based on these keystroke signatures.
Preliminary results on this system had produced encouraging results for user
authentication on a similar password. An advantage of using the CogRAM in such
an application is that we can easily implement the neural net in hardware, and some
work has been done in this direction by Nitish and his co-investigators [23]. This
paper extends some of the earlier work for user identification with the CogRAM
weightless neural net which had been used on different passwords [22]. Our future
work would be directed into developing a standalone hardware implementation of
the CogRAM to process the typing data as they are generated in situ. The exper-
imental results from the keystroke biometrics data captured from the
micro-controller system have shown that the system was able to correctly identify
many of the users and this is especially true when we had used a higher number of
keystroke patterns to train the CogRAM.
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Topology-Aware Mechanism to Improve
Routing in Mobile Ad Hoc Networks

Baidaa Hamza Khudayer, Mohammad M. Kadhum
and Tat-Chee Wan

Abstract Mobile Ad Hoc Networks (MANETs) consist of several nodes that are
mobile in nature. The random and unpredictable node mobility in MANETs has
negative impact on the network performance as it makes the network prone to
frequent link breakages which increase packet loss and control overhead.
Reliable MANET can be achieved through fast link failures detection that enables
fast notification to be delivered to sources in order to make proper reaction.
Therefore, the research work in this paper presents an effective topology-aware
method, called Route Failure Prediction (RFP), which predicts the link breakage
before it actually occurs in source routing networks. A node that utilizes RFP
divides the area within transmission range into regions based on the signal strength
received from neighbors. It calculates the changing rate of its location and update
the upstream node if it is about to move out of the transmission range to avoid
communication disruption. The performance of RFP was evaluated using ns-2 and
compared to that of DSR. The experimental results gained from simulations were
analyzed in terms of Packet Delivery Ratio (PDR), Control Overhead (COH), and
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the End-to-End Delay with respect to the number of events of link breakage hap-
pened during the experiments. The numerical results showed that RFP outperforms
DSR significantly and offers reliable data transfer between sources and destinations.

Keywords Routing protocols � DSR � Link failure detection � MANET

1 Introduction

Mobile Ad Hoc Networks (MANETs) are formed by group of mobile nodes that
communicate with each other whether directly or over multihop intermediate nodes.
MANETs provides instant networking between groups of people who move in
different transmission ranges of each other [1]. Applications for MANET vary from
university campus and conference to military and emergency operations. The
number of users who use these applications ranges from few users in emergency
cases to hundreds of users in campus and conference, to thousands of military
applications users [2]. Routing process is one of the main issues that affect the
performance of MANET seriously. The nodes mobility and frequent topology
changes in MANET have negative impact on routing decision in MANET. In
dynamic environment such as MANET, where the link failure is expected to happen
frequently, it is important to have an alternate path to destination in order to avoid
the communication disruption between source and destination [3]. Based on routing
process, routing protocols developed for MANETs are categorized into three main
categories [4]: (i) Proactive routing (table-driven) protocols (ii) Reactive routing
(on-demand) protocols (iii) Hybrid routing protocols. Several studies on these
protocols confirmed that, compared to proactive and hybrid routing protocols,
on-demand routing protocols offer better performance in terms of control overhead
and memory consumption reduction [5]. In addition, proactive and hybrid routing
protocols do not offer satisfactory performance in dynamic environment with fre-
quent topology changes due to slow detection of (and reaction to) route breakages
as well as the unnecessary exchange of periodic updates [6].

2 Topology Changes Problem in MANET

The main challenge in MANET is that when link breakages happen, new routes
should be built in order to keep the network functioning efficiently. In MANETs,
nodes move randomly and unpredictably which makes the network subject to
frequent dis-connectivity due link breakages. In order to have reliable MANET, it
requires fast detection of link failures to enable fast notification. Reducing the
overhead of finding route can be achieved if prior knowledge about the destination
is available at the source, which in turn can help reducing the amount of broadcast
traffic. Mobile nodes in MANETs play an important role in finding and maintaining
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routes from the source to the destination or from a node to another. This is the major
issue to such networks. If link breakages occur, the network has to stay operational
by building new routes. In reactive protocols, a route is searched when only needed
and, therefore, eliminating the necessity to search for routes to all other active nodes
in the network; which is an essential procedure in table-driven protocols.
Furthermore, in reactive protocols, the route cache information is utilized efficiently
by the intermediate nodes in order to reduce the control overhead. Advanced
information about the status of a link before the breakage actually occurs can be of
great benefits. Thus, using link breakage prediction allows reconstruction of a new
route before the current active route becomes unavailable. This would help avoiding
(or reducing) data packet loss and improve the network performance. The aim of the
research work presented in this paper is to understand, detect and ultimately predict
and avoid failure conditions. We are approaching link failure problem in MANETs
by designing a route state prediction method which would make source routing
protocols and network operations more robust to failure.

The rest of the paper is organized as follows; Sect. 3 presents the proposed route
state prediction method. The performance evaluation of the proposed method,
including simulation scenarios setup, is presented in Sect. 4 Simulation results are
discussed in Sect. 5. Finally, conclusions and future work are presented in Sect. 6.

3 Route State Prediction Method

In this section, we present a reliable method for route failure prediction, called RFP
that would improve the performance of MANETs. The proposed method allows
detecting the signal sent by neighbors via beacons and compares it to a predeter-
mined two thresholds in order to take proper link status update decisions.

3.1 Signal Strength Detection and Region Assignment

For a MANET with high mobility, the signal strength information can be of great
benefits to detect the probability of link failures. The proposed link state prediction
method utilizes the transmitted and received signal strengths between two blind
mobile nodes to estimate whether the two nodes are going to be disconnected soon or
not. Signal strength (Sstg) function in Signal Strength Detection module is responsible
of collecting the current link signal status at the intermediate node M using the
beacon received from the next hop node on the way to destination. The value of the
collected Sstg, which is based on the Received Signal Strength Indicator (RSSI), is
compared to double predefined thresholds (R/2 and 3R/4) and classified into strong,
normal, and weak categories. The classified Sstg then will be mapped to the corre-
sponding region; Range 1, Range 2, and Range 3, as shown in Fig. 1. The next hop
node is considered to be located in Range 1 if resulting value is Sstg � R/2, or in

Topology-Aware Mechanism to Improve Routing … 15



Range 2 if R/2 < Sstg < 3R/4, or in Range 3 if Sstg � 3R/4. Node M also performs
the same procedure for the upstream node to estimate its region with respect to the
upstream node.

3.2 Rate of Change of Node Position

When a mobile node is moving from a point P(x1, y1) to P(x2, y2) as illustrated in
Fig. 2, we concern the instantaneous (inst) rate of change of the mobile node
position, which means how fast it is moving at any time instant. If we plot the node
movement as a function of time, we can figure out the average speed of the node
(the average rate of change of the node position). It represents the slop of line
(dotted-dashed- line in Fig. 2) from zero (when the node is standstill) to a position
at point, for example, (1, 20), which is the change in the distance f(x) and time x.

Fig. 1 Transmission range
regions

Fig. 2 The rate of change of
node position wrt the slop of
the line between positions
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Therefore, the average speed avgs of the node is calculated as follows:

avgs ¼ Ddist
Dt

¼ Df(x)
Dx

ð1Þ

Thus, from the figure, the avgs is:

avgs ¼ 20� 0
1� 0

¼ 20
1

¼ 20m=s ð2Þ

To know how the avgs is different from inst, we can study the plot of the distance
that the node crossed, relative to time. As the node cannot move in speed of 20 m/s
immediately, it then has to accelerate. It start slower at the beginning of the
movement; this means that the slop is a lot lower than the average slop between 0.1
and 0.3 s time intervals; and then accelerates as the time passes. So, the speed and
the slop will get steeper and steeper. Then, at points near the second position, the
node starts slowing down. So, the dist plotted against time in Fig. 2 is the curve
representing the change in the speed when the node moves from the first position to
the second position. It is noticeable from the graph that at any given time the slop is
different; at the beginning, the node has a slower moving rate of change of distance,
then it accelerates to level above its average at x = 0.5, and then it starts to slow
down again.

Therefore, the instantaneous rate of change (inst) of node position at any given
time (t) can be calculated as follows:

instðxÞ ¼ limDx!0
f xþDxð Þ � f ðxÞ

Dx
ð3Þ

inst give us the speed and the direction of the node movement. Note that the speed
is the absolute value of inst. As the best linear approximation of the function at any
point of interest can be described by the function derivative at that point, the
derivative of the function f(x) at time t can be defined as follows:

df
dx

tð Þ ¼ limDx!0
f tþDxð Þ � f tð Þ

Dx
ð4Þ

That is, the derivative at point f(t) is the slope of the tangent line to the graph at f
(t). This lead to the conclusion that, if the position of node Mi at time t is p(Mi, t),
then the relative rate of change in the movement inst(Mi, Mi+1, t) between nodes Mi

and Mi+1 at time t is:

inst Mi;Miþ 1; tð Þ ¼ d
dt
ðp Mi; tð Þþ p Miþ 1; tð ÞÞ ð5Þ

Considering the movement mov as a function of the relative motion of nodes Mi

andMi+1, then mov between any two nodes (Mi,Mi+1) is defined as absolute average
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relative rate of change in their movement over the time period of T. Thus, mov can
be obtained as follows:

movMi;Miþ 1 ¼
1
T

Z

t0 � t� t0 þ T

jinst Mi;Miþ 1; tð Þjdt ð6Þ

Averaging mov in (6) over all mobile nodes in the network can result in the
following formula:

mov ¼ 1
jMi;Miþ 1j

X
Mi;Miþ 1

movMi;Miþ 1 ð7Þ

mov ¼ 2
n n� 1ð Þ

X
Mi¼1

X
Miþ 1¼Mi þ 1

ð8Þ

where |Mi, Mi+1| is the number of mobile node pairs (Mi, Mi+1), while n is the
number of mobile nodes in the network, that being numbered from 1 to n.

Therefore, mov indicate the average relative rate of change in the movement
between mobile nodes in the network. As a result, mov for a set of nodes moving
parallelly at the same velocity, or standing still, is zero.

3.3 Node Behavior

When it comes to link failure events, a mobile node can be the detector of the event
or the forwarder of the notification of the event. Node M send beacons when it
about to move of the range of the parent node (i.e. the upstream1 node that the data
packets are received from). Node M checks the connectivity status to its parent,
based on the signal strength, and updates (notifies) the parent if there is a possibility
that node M going to be out of its parent transmission range in the near future; so
that the upstream node can take action as the link to its child going to be broken
soon. NodeM uses two above mentioned thresholds to perform its update decisions:

• First threshold R/2 (called instthr in this procedure) is the value after which node
M needs to calculate its instantaneous velocity with respect to its parent.

• Second threshold 3R/4 (called beaconthr in this procedure) is the value at which
node M sends beacon to its upstream node, which includes the movement
information (the calculated speed and direction of node M). Node M will not
trigger the updates or notifications (send beacon) or calculates the instantaneous
velocity unless these threshold values are reached, to reduce the control
overhead.

1In this paper, the terms parent and upstream node are used interchangeably to refer to the node
that data is received from over an active link.
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With such information, the parent node will have an idea about the connectivity
to its child in the near future condition. If the child node is going to be out of the
transmission range soon, then it will update the upstream node; the one on the way
back to source node S. Therefore, the beacon massage can carry two type of
information:

• The instantaneous velocity calculation, based on which the upstream node has to
calculate its instantaneous velocity with respect to its child who sent the
massage.

• and/or the notification of that some links on the way to destination(s) going to be
broken soon (as a forwarder of the notification on the reverse back to source
node S).

Upon receiving the notification, the parent node will confirm its position with
respect to its child and whether its child will move out of the range soon by
checking the current distance (distcur) to its child and compare it to the last known
distance (distdwn). The distance is calculated based on RSSI as in [1].

3.4 Operation Scenario

To make it clear of how an intermediate mobile node on an active route to desti-
nation acts, we captured the movement information of a node after the simulation
time is collapsed. The movement of the intermediate node M to point P(x2, y2) is
found to follow the function line of f(t) = 2t5 + 6t4 + 8t2 − 3, as shown in Fig. 3a.
Figure 3b shows the intermediate node M with respect to its neighbors before
starting moving. The figure shows that the connectivity is already established and
the route is active. Figure 3c shows the new location of node M while maintaining
the connectivity to its upstream and downstream nodes, and it is able to forward
data packets towards their destination. The calculation of the new position confirms
that node M is still within the transmission range of upstream node and even more
closer to it. In this case, there is no prediction that the link going to be broken soon.
Figure 3d illustrates the situation where node M moves out of the upstream
transmission range and it should have notified the upstream node about its pre-
diction of the link connectivity before it is about to be out of the transmission range
of the upstream node.

4 Performance Evaluation

To verify the effectiveness of the proposed link state prediction method, a MANET
of 150 nodes was simulated using ns-2. These nodes are communicating and
moving randomly within an area of 1500 * 1500 m2 with speed accelerating from
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1 m/s to maximum speed of 20 m/s with random pause time from 0 to 60 s. Node
transmission range is 90 m. For generating random nodes movement, RWP has
been used. The duration of simulation is 800 s. A random number of sources nodes
(between 20 and 40 nodes) connections were configured to send CBR data packets,
with a sending rate of 0.1 Mbps and packet size of 552 bytes, to their intended
destinations. Similar to nodes in DSR, the source nodes in the proposed method use
source routing procedure for route discoveries. The experiments were repeated 20
times to ensure that packet loss is due to the delay in the delivery of the notification
of the link breakage event and not because the unavailability of routes to
destinations.

5 Results and Discussion

The performance of the proposed route failure prediction (RFP) method has been
analyzed based on the numerical results gained from simulations in terms of Packet
Delivery Ratio (PDR), Control Overhead (COH), and the End-to-End Delay with

Fig. 3 a Movement line of Node M. b Node M position wrt upstream and downstream nodes.
c Node M movement wrt upstream and downstream nodes, d The case when Node M is out of the
range of the upstream node
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respect to the number of events of link breakage happened during the experiments.
The measured performance of proposed method is then compared to that of DSR
routing protocol [7].

5.1 Packet Delivery Ratio (PDR)

Figure 4a shows the PDR gained over the proposed method and DSR. It is clear
that DSR suffers significant degradation in PDR as the route changes increase. This
is due the procedure that DSR follow in the presence of link failure event. DSR was
expected to perform better as it utilizes the link layer feedback that is supposed to
detect the link breakages fast, and hence, has lower packet loss. The poor perfor-
mance is justified through DSR link failure detection procedure that is triggered
only after the link breakage is already taken place. In contrast, utilizing the pro-
posed link state prediction method offers early detection and notification that
would help the source node in taking a proper action (early enough to avoid
dis-connectivity with the destination). When a link breakage is about to happen,
intermediate nodes will immediately send notification to their upstream nodes

Fig. 4 a PDR gained using DSR and the proposed RFP method. b Control overhead of DSR and
the proposed RFP method. c End-to-End delay of DSR and the proposed RFP method
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informing about the anticipated situation. That is why the proposed method present
excellent PDR compared to that of DSR. From the figure, it is noticeable that link
failures have serious negative impact on the performance of DSR. The PDR offered
by DSR drops almost linearly as the link breakage increases, while the proposed
method is capable of delivering 30–35 % more data packets than DSR. It obvious
that both DSR and the proposed method are delivered 100 % of their data packets
when no link breakage has occurred.

5.2 Control Overhead

From Fig. 4b, it’s clear that utilizing the proposed method leads to considerable
reduction in routing overhead as the proposed method executes significantly less
route discoveries. This important improvement in the performance is due the use of
link failure prediction which confirms our hypothesis that early notification of the
link status would help avoid unnecessary packet drops and eliminate the need for
flooding the network with routing packets to find alternative routes. According to
failure detection theory [8], communication systems should respond quickly to
sudden changes in the connectivity. DSR shows slow reaction when the network
topology changes frequently. When more link failures occur, DSR needs to perform
route switching more frequently, which include three processes: route breakage
detection, new route discover, and routing data through the new route to destina-
tion. This confirms and justifies the high control overhead presented by DSR in
Fig. 4b compared to that of the proposed method. Same as in DSR, salvaging
mechanism used by the proposed method helps in reducing the control overhead
and improves the PDR as when the link breakage happens, the queues in the
intermediate nodes are almost full and, therefore, a lot of packets are salvaged.
Recall that notification messages are only sent from intermediate nodes on active
routes and only when the route breakage about to happen, thus, no much overhead
is contributed by the proposed method.

5.3 End-to-End Delay

Figure 4 shows the end-to-end delay for packets reached their destinations using the
proposed RFP method and DSR. Noticeably, DSR introduce more delay compared
to that of the proposed method. DSR takes fairly long time to know about the link
breakage event and the queue at the intermediate nodes are full with packets that
might eventually drop as there is no route to destination(s). Hence, salvaging used
by DSR will increase the delay and worsening the contention in the network; while
with RFP, source node will be already informed on the event earlier so that the
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source will find alternative router, whether from its cache or through new route
discovery. Thus, the connection will not be interrupted and its throughput at the
destination will be high. This is confirmed by the graph of RFP in Fig. 4c.

6 Conclusion and Potential Future Work

In this paper, we have proposed a reliable method for route failure prediction,
namely RFP, to improve the performance and connection stability in MANETs. We
evaluated the proposed method in simulated wireless multihop mobile ad hoc
network. Our experimental evaluation showed that RFP performs well in
medium-sized highly dynamic environment. It was verified through the numerical
results that, by using RFP, nodes can adapt themselves to topology change faster
due to the notification triggered based on link state prediction. It was shown that
RFP offers better PDR and lower control overhead and delay compared to DSR.
These metrics were measure with respect to the rate of link breakages occur in
active routes according to the notifications delivered to source nodes. RFP needs to
be investigated further in large scale MANETs with random sending rates.
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An Adaptive Learning Radial Basis
Function Neural Network for Online
Time Series Forecasting

Mazlina Mamat, Rosalyn R. Porle, Norfarariyanti Parimon
and Md. Nazrul Islam

Abstract Most of the neural network based forecaster operated in offline mode, in
which the neural network is trained by using the same training data repeatedly.
After the neural network reaches its optimized condition, the training process stop
and the neural network is ready for real forecasting. Different from this, an online
time series forecasting by using an adaptive learning Radial Basis Function neural
network is presented in this paper. The parameters of the Radial Basis Function
neural network are updated continuously with the latest data while conducting the
desired forecasting. The adaptive learning was achieved using the Exponential
Weighted Recursive Least Square and Adaptive Fuzzy C-Means Clustering algo-
rithms. The results show that the online Radial Basis Function forecaster was able
to produce reliable forecasting results up to several steps ahead with high accuracy
to compare with the offline Radial Basis Function forecaster.

1 Introduction

Forecasting has become an important research area and is applied in many fields
such as in sciences, economy, meteorology, politic and to any system if there, exist
uncertainty on that system in the future. Before the emergence of mathematical and

M. Mamat (&)
Artificial Intelligence Research Unit (AIRU), Universiti Malaysia Sabah,
88450 Kota Kinabalu, Sabah, Malaysia
e-mail: mazlina@ums.edu.my

R.R. Porle � N. Parimon � Md.N. Islam
Faculty of Engineering, Universiti Malaysia Sabah, 88450 Kota Kinabalu
Sabah, Malaysia
e-mail: rlyn39@ums.edu.my

N. Parimon
e-mail: fara2012@ums.edu.my

Md.N. Islam
e-mail: nazrul@ums.edu.my

© Springer International Publishing Switzerland 2016
P.J. Soh et al. (eds.), Advances in Machine Learning and Signal Processing,
Lecture Notes in Electrical Engineering 387, DOI 10.1007/978-3-319-32213-1_3

25



computer models so called machine learning algorithms, forecasting was carried out
by human experts. In this approach, all parameters that are possibly give effect to
the system to be forecasted are considered and judged by the experts before pro-
ducing the forecasting output. Unfortunately, forecasting using human experts is
very vague and sometimes arguable since it is totally depends on the expert’s
knowledge, experiences an interest. Other than using human experts, there exists
other prediction approach: Statistical Prediction Rules which is more reliable and
robust [1]. One of the popular methods in Statistical Prediction Rules is Time Series
Prediction where it uses a model to forecast future events based on known past
events: to forecast future data points before they are measured.

A time series consists of sequence of numbers which explained the status of an
activity versus time. In more detail, a time series is a sequence of data points,
measured typically at successive times, spaced at (often uniform) time intervals.
A time series has features that are easily understood. For instance a stock price time
series has a long term trend, seasonal and random variations while a cereal crops
price time series contains only seasonal components [2]. There exist many
approaches to perform time series forecasting. Among the approaches are
Box-Jenkins Approach (ARMA/ARIMA) [3], Regression analysis [4], Artificial
Neural Networks (ANN) [5], Fuzzy Logic (FL) [6] and Genetic Algorithms [GA]
[7]. However among them, the computational intelligence technique such as ANN,
FL and GA are getting more attention in time series forecasting because they are
non-linear in nature and able to approximate easily complex dynamically sys-
tem [8–11].

In its typical implementation, ANN will be trained by using the existing set of
previous data. After the ANN reaches its optimized performance, the training
process is stopped. Then the optimized ANN will be used to estimate the forth-
coming output based on the current received inputs. This form of implementation is
called as offline mode and is implemented in real-world, especially in power
generator station [12, 13]. However, studies shown forecasting in the offline mode
has several disadvantages. The major disadvantage is that the ANN parameters
must be updated from time to time to suite with the various changing of the
incoming data. This requires the ANN to be trained again by including the latest
available data for the training. If the updating process is neglected, the ANN will
generate incorrect forecasting whenever they receive unseen input data beyond the
training data set. In situation where the data are non-stationary, the offline forecaster
will be under performance, unless it is continuously being updated to track
non-stationarities. This calls for online forecasting technique, where the parameters
of the ANN will be adaptive to the latest available data.
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2 Materials and Methods

2.1 Radial Basis Function

The Radial basis function (RBF) neural networks typically have three layers: an
input layer, a hidden layer with a non-linear RBF activation function and a linear
output layer. Each layer consists of one or more nodes depending on the design.
The nodes in input layer are connected to the nodes in hidden layer while the nodes
in hidden layer are connected to the nodes in the output layer via linear weights
[14]. The output from each node in the hidden layer is given as:

Zj ¼ U jjvðtÞ � cjðtÞjj
� �

j ¼ 1; 2; 3. . .. . .. . .nh: ð1Þ

where cj tð Þ and nh representing the RBF centre and number of hidden nodes, v tð Þ is
the input vector to the RBF and Uð�Þ representing the temporary activation function
while ||•|| represents the Euclidean distance between the input vector and RBF
centre. The initial value of the RBF centre, cj tð Þ is given by taking the first data of
the series as the RBF centre. The activation function Uð�Þ used is Thin Plate Spline
given by U að Þ ¼ a2 log að Þ, where a = a ¼ jjvðtÞ � cjðtÞjj is Euclidean distance.
The Euclidean distance for each hidden node is given by:

Euclidean distance,

aj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

cijðtÞ � vjðtÞ
� �2s

: ð2Þ

where cij(t) = RBF centre for the j-th hidden node and i-th input, and viðtÞ = the i-th
input. The RBF output is given by:

ykðtÞ ¼ wk0 þ
Xnh
j¼1

wkjU jjvðtÞ � cjðtÞjj
� �

; k ¼ 1; 2; 3; . . .. . .m: ð3Þ

where wkj, is the weight between hidden node and output node and m is the number
of output node.

2.2 Adaptive Learning Algorithms

Two parameters, namely, the RBF centre in hidden nodes and weights between the
hidden nodes and the output nodes were updated using the Adaptive Fuzzy C-
Means Clustering (AFCMC) and the Exponential Weighted Recursive Least Square
(e-WRLS) algorithms respectively [15, 16].
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Adaptive Fuzzy C-Means Clustering. Give initial value to cj(0), l(0) and q,
where 0 � l(0) � 1.0 and 0 � q � 1.0 (the typical value is between 0.30 to
0.95 respectively). Then compute the Euclidean distance dj(t) between input v
(t) and centre cj(t). Obtain the shortest distance, ds(t) longest distance dl(t), nearest
centret cs(t) and distant centre cl(t).

For j = 1 to j = nc, where nc = number of RBF centre,

(a) Updates the square distance between centre and input v(t) using:

cðtÞ ¼ 1
nc

Xnc
k¼1

jjvðtÞ � ckðtÞjj½ �2: ð4Þ

(b) if j 6¼ s that is if that centre is not cs centre, updates the centre by referring to:

Dcj ¼ lðtÞ#ðtÞ vðtÞ � cjðt � 1Þ� �
: ð5Þ

where

#ðtÞ ¼ Dl tð ÞDj tð Þ exp �Da tð Þ½ � if dj [ 0
Dl tð Þ exp �Da tð Þ½ � if dj ¼ 0

�
: ð6Þ

and

Dl tð Þ ¼ c tð Þ
d2l
,Dj tð Þ ¼ d2a tð Þ

d2j tð Þ and Da tð Þ ¼ d2a tð Þ
c tð Þ with a = s if ds(t) > 0 and a = z

if ds(t) = 0, (dz(t) = smallest nonzero distance between v(t) and cj(t)).
(c) updates cs(t) using

Dcs tð Þ ¼ l tð Þu tð Þ v tð Þ � cs t � 1ð Þ½ �: ð7Þ

Where

u tð Þ ¼ exp � d2s tð Þ
c tð Þ

� 	
if ds tð Þ[ 0:

0 if ds tð Þ ¼ 0:

(
ð8Þ

Measure the distance between cs(t) with all centres, hk tð Þ ¼ cs tð Þ � ck tð Þk kð Þ,
k = 1, 2, 3, … nc and k 6¼ s. If the shortest distance hc(t), is hc tð Þ\l tð Þda tð Þ, move
the nearest distance, cc(t) to new location based on:

Dcc tð Þ ¼ � l tð Þd2a tð Þ
d2l tð Þ cc tð Þ � cs tð Þð Þ: ð9Þ
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Set t = t + 1, and repeat the above for each data sample. The diffusion coeffi-
cient l tð Þ, is updates by using:

l tð Þ ¼ l 0ð Þ exp � qt2

n2c


 �
þ exp �ql t � 1ð Þð Þ

nc
: ð10Þ

Exponential Weighted Recursive Least Square. Set b̂ j
0 ¼ 0 and construct

matrix P0 = aI. The typical value for a is 104 � a � 106 and I is Identity matrix
of nh (number of hidden nodes). Read the output from the hidden nodes, XT

k , and
calculate Kk and Pk+1 using:

Kk ¼ PkXkþ 1

kþXT
kþ 1PkXkþ 1

; ð11Þ

and

Pkþ 1 ¼ Pk

k
I � KkX

T
kþ 1

� 
: ð12Þ

where k is a forgetting factor with its typical value of 0.95 � k � 0.99. The k can
also be computed by:

k tð Þ ¼ k0k t � 1ð Þþ 1� k0ð Þ: ð13Þ

where k0 = 0.99. Estimates b̂ j
kþ 1 by using:

b̂ j
kþ 1 ¼ b̂ j

k þKk ykþ 1 � XT
kþ 1b̂

j
k

h i
: ð14Þ

Set k = k + 1, k = 1, 2, 3, … N where N is the number of data. Repeat steps 2–4
till converges. Because n kð Þ cannot be computed, ê kð Þ is used to replace n kð Þ where
ê kð Þ, is measurement error and can be computed by ê kð Þ ¼ y kð Þ � ŷðkÞ where
ŷ ¼ XT

k b̂k�1:

3 Results and Discussion

3.1 Data

The forecasting performance is evaluated by using two simulated data and one real
data. The simulated data are the Mackey-Glass nonlinear time series and Set A from
Santa Fe Competition (SantaFe-A), while the real data is the IBM Stock Price data.
The forecasting based on time series produced by the Mackey-Glass equation is
regarded as a criterion for comparing the ability of different predicting method and
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is used in many time series forecasting researches [17, 18]. The SantaFe-A data
were recorded from a Far-Infrared-Laser in a chaotic state. These data were chosen
because they are a good example of the complicated behavior that can be seen in a
clean, stationary, low-dimensional non-trivial physical system for which the
underlying governing equations dynamics are well understood. The IBM data are
the daily closing price of IBM stock from January 1, 1980 to October 8, 1992 [19].

3.2 Forecaster Optimization

The selection of input lag and the number of hidden node in the RBF have strong
impact on the performance of a neural network based forecaster [3]. In parallel to
this, the analysis on input selection (input lag) and number of hidden node that
produce the optimized forecaster is conducted. The analysis starts by setting the
RBF input with the data at elapsed time (t−1)(t−2) … (t−8)(t−9)(t−10) and
increasing the hidden nodes one by one until it reaches 50. For each number of
hidden nodes, the R2 value for one step ahead forecasting were recorded. The same
process is repeated for the other input lag as tabulated in Table 1. The R2 values
obtained from the analysis were plotted and the number of hidden node which gives
the highest R2 values for all five input lags was used in the analysis to obtain the
correct number of input lag. This analysis was conducted by setting the hidden node
to the value obtained and varies the input lag from (t−1) to (t−1)(t−2) … (t−98)(t
−99)(t−100). Table 2 shows the input lag and the number of hidden node which
produce the best multiple steps ahead forecasting performance for the three data.

Table 1 List of input lags
used to determine the correct
number of hidden node

Name Input lag

Input lag 1 (t−1)(t−2)(t−3) … (t−9)(t−10)

Input lag 2 (t−1)(t−2)(t−3) … (t−19)(t−20)

Input lag 3 (t−1)(t−2)(t−3) … (t−29)(t−30)

Input lag 4 (t−1)(t−2)(t−3) … (t−39)(t−40)

Input lag 5 (t−1)(t−2)(t−3) … (t−49)(t−50)

Table 2 The best input lag
and number of hidden node
for the three data

Data Input lag Hidden node

Mackey-Glass (t−1)(t−2)(t−3) …
(t−36)(t−37)

32

SantaFe-A (t−1)(t−2)(t−3) … (t−29)
(t−30)

25

IBM (t−1)(t−2)(t−3) … (t−40)
(t−41)

39
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3.3 Forecasting Performance

The findings obtained from the analyses in Sect. 3.2 were used to construct a
universal online RBF forecaster for Mackey Glass data, SantaFe-A data and IBM
Stock Price data. The performance of the forecaster to forecast the three data were
tested. Figure 1 presented one to four steps ahead forecasting for the last 500
Mackey Glass data. For SantaFe-A data, due to the nature of data which is too
fluctuating, only the last 100 actual and forecasted data are displayed in Fig. 2.
Figure 3 presented the forecasting on 500 IBM Stock Price data. From plots in
Figs. 1, 2, and 3, it can be observed that the online RBF forecaster is able to
produce reliable and close forecasted values in most of the time. For both data, the
input lags and number of hidden nodes which produce the best forecasting per-
formance and the R2 values for one to four steps ahead forecasting are presented in
Table 3.

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1 101 201 301 401 501

w
hi

te
 b

lo
od

 c
el

l p
ro

du
ct

io
n

Time

Actual

1-SA
Forecasting

2-SA
Forecasting

3-SA
Forecasting

4-SA
Forecasting

Fig. 1 One to four steps ahead forecasting for the last 500 Mackey Glass data

0

20

40

60

80

100

120

140

160

180

200

1 11 21 31 41 51 61 71 81 91 10
1

In
te

ns
ity

Time

Actual

1-SA
Forecasting

2-SA
Forecasting

3-SA
Forecasting

4-SA
Forecasting

Fig. 2 One to four steps ahead forecasting for the last 100 SantaFe-A data

An Adaptive Learning Radial Basis Function Neural Network … 31



The forecasting performance of the online RBF forecaster versus the offline RBF
forecaster was also evaluated. Table 4 presents the RMSE and R2 values for four
steps ahead forecasting achieved by the offline RBF forecaster.
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Fig. 3 One to four steps ahead forecasting for the last 500 IBM data

Table 3 RMSE and R2 values for one to four steps ahead forecasting obtained by the online RBF
forecaster

Data Mackey-Glass SantaFe-A IBM

Input lag (t−1)(t−2)(t−3) …
(t−36)(t−37)

(t−1)(t−2)(t−3) …
(t−29)(t−30)

(t−1)(t−2)(t−3) …
(t−40)(t−41)

Hidden node 32 25 39

Indicator RMSE R2 RMSE R2 RMSE R2

1-step ahead 0.019 0.995 25.477 0.653 1.872 0.994

2-steps ahead 0.064 0.947 27.436 0.597 6.211 0.939

3-steps ahead 0.099 0.872 28.527 0.565 8.634 0.882

4-steps ahead 0.137 0.758 28.510 0.565 10.512 0.825

Table 4 RMSE and R2 values for one to four steps ahead forecasting obtained by the offline RBF
forecaster

Data Mackey-Glass SantaFe-A IBM

Input Lag (t−1)(t−2)(t−3) …
(t−36)(t−37)

(t−1)(t−2)(t−3) …
(t−29)(t−30)

(t−1)(t−2)(t−3)… (t
−40)(t−41)

Hidden node 32 25 39

Indicator RMSE R2 RMSE R2 RMSE R2

1-step ahead 0.030 0.988 23.733 0.699 7.215 0.918

2-steps ahead 0.083 0.911 25.317 0.657 16.424 0.573

3-steps ahead 0.140 0.746 26.617 0.621 28.026 −0.243

4-steps ahead 0.214 0.412 26.687 0.619 42.152 −1.812
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For Mackey Glass data, the performance of the offline RBF for one step ahead
forecasting are slightly lower to compare with the online RBF. However for mul-
tiple steps ahead forecasting, the performance of offline RBF was absolutely poorer
where significant deviations were recorded as the forecasting distance increases.
The analysis on IBM stock price data also favors online RBF over offline RBF. It
can be noted that the offline RBF is able to produce good one step ahead forecasting
with 91 % accuracy. However it is considered low to compare with the accuracy
obtained by online RBF which is 99 %. For other forecasting distance, namely two
to four steps ahead, the offline RBF was failed to generate the acceptable fore-
casting performance. The forecasting performance obtained by the two, three and
four steps ahead was lower than 0.6 and can be regarded as poor to compare with
online RBF.

The superiority of online RBF over offline RBF on the Mackey Glass and IBM
stock price data can be explained by the nature of the data themselves. It can be
observed that both data display different patterns over times especially in the first
half and second half of the data. Therefore by using the first half of the data for
training are insufficient for the offline RBF to cover all patterns that were exhibited
by the data in the next second half. This finding shows that the offline RBF is
unable to generate good forecasting for any system which shows chaotic and
non-stationary patterns over time.

However, different observation was obtained from the analysis on SantaFe-A
data. For this data, the offline RBF produces higher performance in one to four steps
ahead forecasting to compare with online RBF. This is again can be explained by
the data itself where it can be noted that SantaFe-A data exhibit almost consistent
patterns throughout the time. In brief, it can be said that the data is repeating
themselves over times. Therefore by training the offline RBF using the first 500 data
repeatedly was enough to cover the next 500 testing data. While for online RBF,
continuous learning contributes to over fitting which degraded its forecasting
ability.

4 Conclusion

More and more fields including science, financial, economy and meteorological
adapt time series forecasting to solve uncertainty situation or outcomes in their
respective fields. Due to the nature that problems to be solved are affected much by
other parameters which change over time, the requirement of the online forecasting
model is practical in real-world applications. This paper presented a tool to perform
online multiple steps ahead time series forecasting using Radial Basis Function,
which shows reliable and accurate forecasting capability.
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Incremental-Eclat Model:
An Implementation via Benchmark
Case Study

Wan Aezwani Bt Wan Abu Bakar, Zailani B. Abdullah,
Md. Yazid B. Md Saman, Masita@Masila Bt Abd Jalil,
Mustafa B. Man, Tutut Herawan and Abdul Razak Hamdan

Abstract Association Rule Mining (ARM) is one of the most prominent areas in
detecting pattern analysis especially for crucial business decision making. With the
aims to extract interesting correlations, frequent patterns, association or casual
structures among set of items in the transaction databases or other data repositories,
the end product of association rule mining is the analysis of pattern that could be a
major contributor especially in managerial decision making. Most of previous
frequent mining techniques are dealing with horizontal format of their data
repositories. However, the current and emerging trend exists where some of the
research works are focusing on dealing with vertical data format and the rule
mining results are quite promising. One example of vertical rule mining technique
is called Eclat which is the abbreviation of Equivalence Class Transformation.
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In response to the promising results of the vertical format and mining in a higher
volume of data, in this study we propose a new model called an Incremental-Eclat
adopting via relational database management system, MySQL (My Structured
Query Language) that serves as our association rule mining database engine in
testing benchmark Frequent Itemset Mining (FIMI) datasets from online repository.
The experimental results of our proposed model outperform the traditional Eclat
with certain order of magnitude.

Keywords Association rule mining � Relational database � Mysql � Frequent
itemset � Eclat algorithm

1 Introduction

Association rules mining (ARM) is first defined by [1] remains as one of the
prominent and advance techniques in data mining. With the objectives to find the
correlations, associations or casual structures among sets of items, association rules
are the if-then statements that uncover relationships between unrelated data in
transactional database, relational database or other types of data repositories. There
are two (2) major aspects of ARM i.e. mining frequent itemset and generate
interesting rules or also called positive association rule (PAR) and also mining
infrequent itemset and generate interesting rules or also called negative association
rule (NAR) [2, 3].

Most of the previous efforts on ARM have utilized the traditional horizontal
transactional database layout format such as in [2, 4]. However, recently a number
of vertical association rules mining algorithms have been proposed in works done
by [5–8]. A general survey and comparison for association rule mining algorithms
has been comprehensively initiated by [9] where a group of researchers have
systemized the approaches of ARM algorithms into detailed schematic diagram.
Since the introduction of frequent itemset mining, it has received a major attention
among researchers [3, 10–14] and various efficient and sophisticated algorithms
have been proposed to do frequent itemset mining. Among the three basic frequent
itemset mining and best-known algorithms are Apriori [1, 2], Eclat [5, 15] and
FP-Growth [4, 16, 17]. The state of the art in association rule mining algorithm is
dealing with the extraction of frequent itemsets that occur with high frequency of
support, s% in transactional database. The prerequisite feature that must taking into
major account is the database format or sometimes called as database layout. The
database format (either in horizontal or vertical) might be a major determinant of
how far and how fast association rule is mined prior to generation of frequent
itemsets from a database. Among existing works on vertical data association rules
mining [4–7, 9–11, 15], Eclat algorithm is known for its ‘fast’ intersection of its
tidlist whereby the resulting number of tids is actually the support (frequency) of
each itemsets [5, 9]. That is, we should break off each intersection as soon as the
resulting number of tids is below minimum support threshold that we have set.
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Studies on Eclat algorithm has attracted many development including the works of
[6, 8, 18]. Motivated to its ‘fast intersection’, this paper proposed a new
Incremental-Eclat model by taking Eclat as well as Eclat-variants as the based
models. This new model proposes a new incremental mechanism in Eclat dimen-
sion model.

The rest of the paper is organized as follows. Section 2 describes the related
works of vertical algorithm in ARM. Section 3 explains the theoretical background.
Section 4 outlines on Traditional Eclat and Eclat-variants versus Incremental-Eclat
concept. This is followed by the experimentation of Eclat and Incremental-Eclat in
Sect. 5. Finally, conclusion and future direction is reported in Sect. 6.

2 Related Works

The first aspect in association rule mining is looking on the frequent itemset mining
as applied in FP-Growth and Eclat algorithms. The FP-Growth is defined in [4, 17]
employs a divide-and-conquer strategy and a FP-tree data structure to achieve a
condensed representation of the transaction database. It has become the fastest
algorithms for frequent pattern mining. In large databases, it’s not possible to hold
the FP-tree in the main memory. A strategy to cope with this problem is to firstly
partitioned the database into a set of smaller databases (called projected databases),
and then construct an FP-tree from each of these smaller databases. The generation
of FP-tree is done by counting occurrences and depth first search (refer to Fig. 2) in
searching the nodes [9].

The Eclat is first initiated by [5] stands for Equivalence Class Transformation
[15, 16] and as an acronym of Equivalence Class Clustering and bottom up Lattice
Traversal [18]. It also takes a depth-first search in searching nodes and intersecting,
in which each item is represented by a set of transaction IDs (called a tidset) whose
transactions contain the item. The tidset of an itemset is generated by intersecting
tidsets of its items. Because of the depth-first search, it is difficult to utilize the
downward closure property like in Apriori [1, 2] that based on breadth-first
searching. However, using tidsets has an advantage that there is no need for
counting support, the support of an itemset is the size of the tidset representing it.
The main operation of Eclat is intersecting tidsets, thus the size of tidsets is one of
main factors affecting the running time and memory usage of Eclat. The bigger
tidsets are, the more time and memory are needed.

Continuing the work by [5], a new vertical data representation, called Diffset is
proposed in [6], and introduced dEclat, an Eclat-based algorithm using diffset.
Instead of using tidsets, they use the difference of tidsets (called diffsets). Using
diffsets has drastically reduced the set size representing itemsets and thus operations
on sets are much faster. The dEclat has shown to achieve significant improvements
in performance as well as memory usage over Eclat, especially on dense databases.
However, when the dataset is sparse, diffset loses its advantage over tidset.
Therefore, the researchers suggested using tidset format at the start for sparse
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databases and then switching to diffset format later when a switching condition
is met.

The VIPER (Vertical Itemset Partitioning for Efficient Rule Extraction) is
established by [7] uses compressed vertical bitmaps for association rule mining has
shown to outperform an optimal horizontal algorithm that has complete apriori
knowledge of the identities of all frequent itemsets and only need to find their
frequency.

Following the efforts in [5, 6], a novel approach for vertical representation
wherein the authors used the combination of tidset and diffset and sorted the diffset
in descending order to represent databases [8] which is called sortdiffset. The
technique is claimed to eliminate the need of checking the switching condition and
converting tidset to diffset format regardless of database condition either sparse or
dense. Besides, the combination can fully exploit the advantages of both tidset and
diffset format where the prelim results have shown a reduction in average diffset
size and speed of database processing.

Motivating on the support measure in frequent item mining in [6], an
improvement work by [11] is done whereby a conjecture of support count and
improvement of traditional Eclat are proposed. The new Bi-Eclat algorithm sorted
on support is introduced such that items are in descending order according to
frequencies in transaction cache while itemsets use ascending order of support
during support count. As compared to traditional Eclat, it has gained better per-
formance when tested on several public selected datasets.

3 Theoretical Background

Following is the formal definition of the problem defined in [11]. Let I ¼
fi1; i2; . . .img for mj j[ 0 be the set of items. D is a database of transactions where
each transaction has a unique identifier called tid. Each transaction T is a set of
items such that T�I. An association rule is an implication of the form X�Y where
X represent the antecedent part of the rule and Y represents the consequent part of
the rule where X�I; Y�I and X \ Y ¼ ;. A set X�I is called an itemset. An itemset
with k-items is called a k—itemset. The itemset that satisfies minimum support is
called frequent itemset. The rule X ) Y holds in the transaction set D with con-
fidence c if c% of transactions in D that contain X also contain Y. The rule X ) Y
has support s in the transaction set D if s% of transaction in D contains X [Y .
A rule is frequent if its support is greater than minimum support (min_supp)
threshold. The rules which satisfy minimum confidence (min_conf) threshold is
called strong rule and both min_supp and min_conf are user specified values [15].
An association rule is considered interesting if it satisfies both min_supp and
min_conf thresholds [18].
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4 Traditional Eclat and Eclat-Variants Versus
Incremental-Eclat Concept

A. Traditional Eclat

An Eclat algorithm is first proposed by [13, 18, 19] for discovering frequent
itemsets from a vertical database layout of a transaction database. It uses
prefix-based equivalence relation, h1 along with bottom up search. It enumerates all
frequent itemsets. There are two main steps: candidate generation and pruning.

1. Candidate Generation

In candidate generation, each k-itemset candidate is generated from two frequent
(k-1)-itemsets and its support is counted, if its support is lower than the threshold,
then it will be discarded, otherwise it is frequent itemsets and used to generate
(k + 1)-itemsets. Since Eclat uses the vertical layout, counting support is trivial.
Depth-first searching strategy is done where it starts with frequent items in the item
base and then 2-itemsets from 1-itemsets, 3-itemsets from 2-itemsets and so on.

The first scan of the database builds the transaction id (tids) of each single items.
Starting with single item (k = 1), then the frequent (k + 1)-itemset will grow from
the previous k-itemset will be generated with a depth first computation order similar
to FP-Growth [15]. The computation is done by intersecting tids of the frequent
k-itemsets to compute the tidsets of the corresponding (k + 1)-itemsets. The process
is repeated until no more frequent candidate itemsets can be found.

2. Equivalence Class Clustering

An equivalence class E ¼ fði1; t i1 [Pð ÞÞ; . . .; ðik; t ik [Pð ÞÞjPg, considering the
set fi1; . . .; ikg as an item base, it will have a tree of itemsets over this item base and
if the prefix P is appended to all itemsets in this new tree, it will have a set of all
itemsets sharing the prefix P in the search tree over the item base B. In other word,
from this equivalence class, a set of all itemsets sharing the prefix P could be
generated and this set forms a sub tree of the initial search tree.

Eclat starts with prefix {} and the search tree is actually the initial search tree. To
divide the initial search tree, it picks the prefix {a}, generate the corresponding
equivalence class and does frequent itemset mining in the sub tree of all itemsets
containing {a}, in this sub tree it divides further into two sub trees by picking the
prefix {ab}: the first sub tree consists of all itemset containing {ab}, the other
consists of all itemsets containing {a} but not {b}, and this process is recursive until
all itemsets in the initial search tree are visited. The search tree of an item base {a,b,
c,d,e} is represented by the tree as shown in Fig. 1.

In the vertical layout, each item ik in the item base B is represented as ik :
fik; t ikð Þg and the initial transaction database consists of all items in the item base.
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For both layouts, it is possible to use the bit format to encode tids and also a
combination of both layouts can be used [20, 21]. Figure 2 illustrates how data in
horizontal layout is transformed by a set of transaction ids or tidset in vertical
layout [20].

Fig. 1 Prefix Tree for 5 items {a,b,c,d,e} with null set

Fig. 2 Transformation from horizontal to vertical layout
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In Fig. 2, the items in B consist of {a,b,c,d,e} and each itemsets are allocated
with unique identifiers (tids) for each transactions. This is clearly visualized in
horizontal format. To switch to vertical format, every items {a,b,c,d,e} are then
organized where all items are allocated with their corresponding tids. When this is
done, it is clearly visualized the support of each items through the counting number
of every item’s tids.

B. Traditional Eclat (Tidset) and Eclat-Variants (Diffset and SortDiffset)

A detail steps taken in Eclat-tidset algorithm when assuming that the initial
transaction database is in vertical layout and represented by an equivalence class E
with prefix {} is shown in Fig. 3 (refer to steps 1,2,3,4,5,6,7,8,9,10). The itemset in
the database table is first sorted in ascending order into each column and then, the
looping value is getting based on the number of columns occupied by the itemset.
Starting with the first column and second column, the intersection of items in both
columns is done and save the intersecting tidlist into database. This process is
repeated until all frequent itemsets have been enumerated. The looping number is
determined by the number of attributes of the dataset read.

The Eclat-diffset or named as dEclat (different set or diffset) is proposed by [6]
where the authors represent an itemset by tids that appear in the tidset of its prefix
but do not appear in its tidsets. In other words, diffset is the difference between two
(2) tidsets (i.e. tidset of the itemsets and its prefix). Using diffset, the cardinality of
sets representing itemsets is reduced significantly and this results in faster inter-
section and less memory usage. The dEclat is shown to achieve significant
improvements in performance and memory usage over traditional Eclat especially
in dense database. However when database is sparse, it loses its advantages over
tidsets. Then in [6] the authors suggested to use tidset format at starting for sparse
database and later switch to diffset format when switching condition is met. The
pseudocode of diffset is given in Fig. 3 (refer to steps 1,2,3,4,5,6.1,7,8,9,10).

1. start
2.  Sort data by itemset
2.1 Sort data by itemset with descending order of dataset value.
3.  looping=numberofcolumn;

//process tidset
4. for(i=0;i<looping;i++)
5. {
6.  get intersect data for column[i] with  column[i+1];
6.1 get diffset data for column[i] with  column[i+1];
7. save to db;
8. add next transaction data; 
9. }
10. end

Fig. 3 Eclat-tidset (in steps 1,2,3,4,5,6,7,8,9,10), Eclat-diffset (in steps 1,2,3,4,5,6.1,7,8,9,10),
and Eclat-sortdiffset (in steps 1,2.1,3,4,5,6,7,8,9,10)
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The Eclat-SortDiffset is established in [8] that applied the sorting of diffset in
descending order. It claims to achieve a significant reduces in running time
and memory usage. Since pðPXYÞ ¼ supðPXÞ � dðPXYÞj j ¼ supðPYÞ � dðPYXÞj j,
both d(PXY) and d(PYX) could be used to calculate sup(PXY). Therefore, the
smaller one of the two should be used to calculate sup(PXY) to reduce the memory
usage and processing time. Because d(PXY) = d(PY)−d(PX) and d(PYX) = d(PX)
−d(PY), if d(PX) is smaller than d(PY) then d(PYX) is smaller than d(PXY). In
general, diffsets in an equivalence class should be sorted in descending order
according to size to generate new itemsets represented by diffsets with smaller sizes.
The portion of SortDiffset algorithm is given in Fig. 3 (refer to steps
1,2.1,3,4,5,6.1,7,8,9,10) where the difference only in step 2 as compared to
diffset algorithm.

C. Incremental Eclat Algorithm

The initial objective of Incremental Eclat is to handle the issues of big and
dynamic data. In real application, data is becoming bigger prior to non-stop
transaction being done in many of real world application domain. With respect to
association rule mining, items may incur either in two (2) different ratios i.e.
increment of itemset or increment of records in typical database. To mine frequent
items, it may require higher specification of memory and spaces of the computer
hardware. Incurring itemsets result in bigger cardinality of data in equivalence class
clustering whereas incurring records consumes higher volume of data. Thus,
Incremental Eclat attends to reduce a memory and spaces requirement by imple-
menting flushing of memory prior to each itemset being visited before intersecting
the next itemsets. The current or last transaction data that is in-memory will be
flushed before proceeding into next transaction data. Adopting in a structured and
relational MySQL database, the incremental of either itemset or records of trans-
action is easier and more efficient in structuring the data. The pseudocode of the
proposed algorithm is denoted in Fig. 4. The only difference in Incremental-Eclat
engine is depicted in step 9.

1. start
2.  Sort data by itemset
2.1 Sort data by itemset with descending order of dataset value.
3.  looping=numberofcolumn;
4. for(i=0;i<looping;i++)
5. {
6.  get intersect data for column[i] with  column[i+1];
6.1 get diffset data for column[i] with  column[i+1];
7.  save to db;
8.  add next transaction data;
9.  flush value for current/last transaction data;
10. }
11. end

Fig. 4 Incremental-Eclat approach
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5 Experimentation

A. Database Platform

All experiments are performed on a Dell N5050, Intel ® Pentium ® CPU B960
@ 2.20 GHz with 2 GB RAM in a Win 7 64-bit platform. The software specifi-
cation used is MySQL version 5.5.27—MySQL community server (GPL) for our
database server, Apache/2.4.3 (Win32) OpenSSL/1.0.1c PHP/5.4.7 for our web
server and phpMyAdmin with version 3.5.2.2. For the kick-off experimentation, we
start with simple synthetic dataset. In addition, we have retrieved benchmark
datasets from http://fimi.ua.ac.be/data/ in a *.dat file format. For the ease of use in
MySQL, we convert datasets into comma separated value (csv) format. The char-
acteristics of benchmark datasets with the average size include chess and mushroom
is depicted in Table 1. For the faster results of a depth first with intersection
searching strategy in database mining, we have split chess, connect and mushroom
datasets into benchmark trained datasets. There are three (3) sub divisions of each
i.e. chess1000 � 12, chess2000 � 12, chess3000 � 12. The same sub division is
done in connect.

B. Empirical Results

The experimentation is done with regards to Eclat algorithm (tidset) in [5],
dEclat algorithm (diffset) in [6] and sortdiffset algorithm in [8]. Figure 5, 6, 7, 8
show the graph of performance result in execution time between Eclat and
Eclat-variants versus Incremental-Eclat within chess and connect datasets prior to
running with Eclat engine versus Incremental-Eclat engine. The graphs indicate the
result of sortdiffset algorithm with an order of magnitude outperforms diffset and
tidset algorithm in Eclat engine. The execution time shows a slight decreased in
connect dataset for about 0.31 % in Incremental-Eclat as compared to Eclat engine.
However, in chess, the execution of Incremental-Eclat decreases tremendously for
21.03 % as compared to Eclat engine. As overall, Incremental-Eclat performs better
than Eclat in certain order of magnitude. The incremental process either in itemsets

Table 1 Database
characteristics

Database Size
(KB)

Average
length

Records

Chess (original) 335 37 3196

Chess1000 � 12 32 12 1000

Chess2000 � 12 63 12 2000

Chess3000 � 12 95 12 3000

Connect (original) 9039 43 67,557

Connect1000 � 12 34 12 1000

Connect2000 � 12 67 12 2000

Connect3000 � 12 100 12 3000
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Fig. 6 Chess with incremental-Eclat

Fig. 5 Chess with eclat

Fig. 7 Connect with eclat
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or in transaction records are efficiently conducted with the adoption of MySQL
database where the adhock query either addition or deletion of data can be effi-
ciently manipulated through SQL query in phpMyAdmin software.

6 Conclusion and Future Direction

Experimenting ourselves in association rule database mining with the selected
benchmark datasets conforms to what the other previous researchers have proven.
In this paper, we have successfully adopted a depth first search (DFS) with inter-
section strategy through Eclat and our proposed algorithms within a benchmark
transaction database in mining association rules. The important advantages in
database mining that we disclose here are firstly, the ease of indexing mechanism.
Secondly the ad hoc query support mechanism and thirdly, is the interoperability
and flexibility of data storage to facilitate the altering (either adding or deleting of
row/column) in a data table.Our proposed algorithm seems to benefit with dynamic
database where data is always incur in volume from time to time. In conjunction
with big data explosion and when the database integration method as in [21] needs
to be adopted, then the use of this incremental method will give benefits to end
users.

Acknowledgment We express our gratitude to MyPhD scholarship under MyBrain15 of
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Fig. 8 Connect with incremental-eclat
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Fall Detection Using Visual Cortex
Bio-inspired Model for Home-Based
Physiotherapy System

Nor Surayahani Suriani

Abstract A home-based physiotherapy system aim to provide support for reha-
bilitation patients in home environment. Home-based physiotherapy system is
useful for those who do not like to travel and lives in rural areas. The therapist can
just monitor the physiotherapy exercise via online. This paper focuses on walking
exercise monitoring and analyses the motion of the patient to detect any abnor-
mality movement. The patient’s movement was captured by the low cost camera
and this paper proposed visual cortex bio-inspired methodology to analyses the
motion patterns. Visual cortex bio-inspired models mimics human vision system,
mainly the primary visual cortex V1 and MT layer. The motions patterns are
encoded using 3D Gabor spatio-temporal filter in V1 layer. Then generated spiking
neuron model in MT layer formed active motion map based on Gaussian distri-
bution. The extracted active motions plan was formed according to the direction,
orientation and speed of the object movement. Then, the SVM classifier will
identify the patient state either as a normal or as an anomaly movement. The
robustness and accuracy of the system has been extensively tested with rigorous
dataset that contained various types of fall. It can be scalable to become an online
monitoring system that links with the rehabilitation centre for better support.

1 Introduction

Research in home-based rehabilitation is important to provide support for the
rehabilitation patients and reducing financial burden for laboratory setup and human
resources. Typical rehabilitation patients are those who suffer from stroke or
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physical operation, surgery and brain injury. This research area keeps on interest
due to the majority cases of long-term disability of rehabilitation patient increasing
as the elderly population grows. Hence, with the help of computer vision approach,
home-based physiotherapy system used to monitor patients while they doing their
exercise to improve physical functional abilities. This physiotherapy system could
benefit patients in terms of timing and also safety for speedy recovery. A web based
rehabilitation monitoring system [1] only dealing with gathering and storing
information of patient’s movement data. Healthcare professionals will have
accessed to these patients information’s to monitor the rehabilitation progress. In
addition, sensor-based rehabilitation system [2] able to support early detection of
abnormal conditions from continuous and real-time monitoring. However, there are
some limitations occur for wearable device monitoring system such as the wires or
electrodes attached to the patient’s body may limit the patients activity and they
might not comfortable which may resulting false alarm. Moreover, most researchers
focused to improve motor ability for upper limb by utilizing the advancement in
game industry [3]. The gaming consoles used to monitor patient gait, postural
control and movement ability for stroke patient.

Therefore, this paper aims to bridge the gap in existing research methodology
through computer vision approach. The utilization of camera and video processing
could benefit patients for continuous rehabilitation monitoring system. Recently,
research in image processing techniques such as 3D Haar like feature [4], seg-
mentation [5], resampling and template generation [6] for patient rehabilitation gain
a lot of interest to many researchers. Hence, machine learning based classifier such
as Support Vector Machine (SVM), K-Nearest Neighbours (K-NN), Principal
Component Analysis (PCA) used to classify the movement either normal or
abnormal. In this paper, bio-inspired methodology which mimics the visual per-
ception mechanism was applied to extract unique and novel features to differentiate
and classify the movement of objects. The primary visual cortex can achieve a
similar observation in recognizing different actions and can be model in video
sequences of human actions using spatiotemporal filter to determine the motion
orientation in time-space. A bio-inspired model based on active motion map
(BIM-AMM) framework is proposed for rehabilitation monitoring system. Our
contributions are as follows: (1) A novel spatio-temporal active motion detector
based on BIM-AMM, which simulates the dorsal stream of primate visual system
(V1), that performs well in scaling, orientations and speed using Gabor 3D,
(2) Develop active motion map based Gaussian distribution in MT layer. This paper
is organized as follows: the details explanation on proposed BIM-AMM frame-
work, which mainly involves V1 and MT area in visual cortex. Results present
simulation, evaluation and analysis of the proposed framework conducted under
various types of dataset or normal and abnormal human movements. Finally,
conclusion of this paper.
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2 BIM-AMM Framework

Research in bio-inspired visual cortex was first implemented by Serre et al. [7] for
object recognition. Then, Jhuang et al. [8] and Escobar et al. [9] utilized the
bio-inspired visual cortex mechanism for human action recognition based on pre-
vious study of biological movement and action by Giesse and Paggio [10]. Jhuang
et al. [8] constructed biological model in the visual cortex to formed processing
pathway at V1 level with simple and complex cells. Escobar et al. [9] extended the
modeling of dorsal stream to areas V1 and MT and utilized spiking neuron model to
integrate stimulation between low-level and high-level nerve. Previously, the shape
information from V1 and MT cells were pooled according to the maximum speed
and direction of moving visual stimuli. Figure 1 presents new mechanism of
pooling information as proposed in this paper. Visual stimuli was captured from
two pathways which is V1 and MT layer. Then, active motion map represents
motion information according to Gaussian probability of maximum direction, ori-
entation and speed of visual stimuli.

2.1 V1 Layer

This work focuses on extraction of motion features in the primary visual cortex V1.
The cortex V1 in vision system is corresponding to the first stage processing visual
in brain. This paper divide V1 model into two stages: (1) V1 simple and complex
cell to obtain local motion; (2) spiking neuron layer which transfer motion infor-
mation into spike train. Set of spatio-temporal Gabor filter were used to determine
preferred direction, orientation and speed tuning property of receptive field of cells
in V1 area.

Convolution Spiking Neuron Motion Map

Input Data V1 Layer MT Layer Output

Fig. 1 The proposed BIM-AMM framework which encoded motion patterns using 3D Gabor
spatio-temporal filter in V1 layer, generates spiking neuron model in MT layer and formed active
motion map (AMM) based on Gaussian distribution of preferred direction, orientation angle and
speed
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(a) V1 Simple Cell

Gabor filter 2D space function represents only preferred direction of movement
along the x axis of time, t. However, preferred spatial orientation which give the
distance ratio of x and y did not shown in spatial 2D Gabor filter. Therefore,
combination between both Gabor 2D function G(x, y) and temporal Gabor G(x,
t) produced spatio-temporal Gabor 3D with preferred direction, orientation and
speed [11]. This BIM-AMM framework used 3D Gabor spatio-temporal G(x, y,
t) filter to model the receptive field profiles of cells in V1 area. The 3D Gabor
function considers speed of movement to enhance the detection accuracy of normal
and abnormal activity. The speed element is significant feature to distinguished
abnormal activity like sudden fall or slip during walking exercise for rehab patient.
The 3D Gabor spatio-temporal model is given in the following equation.

G x; y; tð Þ ¼ c
2pr2

exp �
�xþ vf t
� �2¼ y2�y2
� �

2r2

2
4

3
5

� cos
2p
k
ð�xþ vt

� �
þ/� 1ffiffiffiffiffiffiffi

2pt
p exp � t � lð Þ2

2s2

 !
U tð Þ

ð1Þ

U tð Þ ¼ 1 if t� 0
0 if t\0

	
ð2Þ

�x ¼ x cos hþ y sin h;�y ¼ �x sin hþ y cos h ð3Þ

c aspect ratio,
l minimum temporal Gaussian,
vf spatial Gaussian envelope,
vt temporal Gaussian envelope,
t phase speed of cosine factor

The parameter v used to determine the preferred speed of motion. Petkov and
Subramaniam [11] indicate that the speed is within range [0–8]. The phase offset, /
parameter shows the position of Gabor function in space domain with symmetrical
position is when / ¼ 0 and / ¼ p, while anti-symmetrical position is when / ¼
�p=2 and / ¼ p=2. In this work, the receptive field size was determined by
spatio-temporal oriented Gabor 3D function according to the orientation angle, h
within range 0; 2p½ � with spatial frequency, f and standard deviation, r = 0.5622/
f as proposed by Watson and Ahumada [12]. According to Mante and Carandini
[13], spatial frequency is in range 0.05–0.2 cycle per pixel. While temporal fre-
quency is in range 2-8 cycle per second. The maximum response of convolution
determines that the preferred direction of motion according to the preferred direc-
tion and speed of the filter.
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(b) Complex Cells

Complex cells have the same receptive field as simple cell. Complex cells
respond to changes in the orientation of the object movement and also a directional
selectivity cells which demonstrated through a combination of V1 response cell.
Thus, complex cells produced by the convolution process between the input
stimulus which is video image, L(x, y, t) with the spatio-temporal filter G(x, y, t).

C x; y; tð Þ ¼ G x; y; tð Þ � L x; y; tð Þ ð4Þ

V1 complex cells modeled by the above equation were reorganized into V1
layers with V1 complex cells that have similar tuning spatio-temporal frequency for
different orientation, h. As proposed by Daugman [14], centers of V1 cells are
disposed along a radial log-polar distribution grid.

2.2 Spiking Neuron Model

Considering a VI complex cell whose center is located in (x0, y0) in the visual
space, the cell generates spike trains according to a conductance-driven
Integrate-and-Fire equation as follows:

dVðtÞ
dt

¼ Gexc
h x; y; tð Þ Eexc � V tð Þð ÞþGinh

h x; y; tð Þ Einh � V tð Þ� �� gLVðtÞ ð5Þ

where

Gexc
i tð Þ excitatory conductance

Ginh
i tð Þ inhibitory conductance

EL resting potential
Eexc membrane cell potential
gL inert leaks in the cells’s membrane

Spike when V = 1, otherwise reset. The excitatory conductance Gexc
i tð Þ for (x,

y) in the receptive field V1 cells are given as

Gexc
i x; y; tð Þ ¼ kcCh x; y; tð Þ ð6Þ

where kc is amplification factor. When cell fires a spike, the inhibitory conductance,
Ginh

i tð Þ is generated in the neighborhood cell which has similar direction, orienta-
tion angle and speed. The inhibitory conductance, Ginh

i given as
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Ginh ¼ Ginh
maxe

� d4

2R2
inh ð7Þ

where d is the Euclidean distance between each cell with the neighborhood cell and
Rinh is the size of receptive field. The firing rate is calculated by the summation of
spikes that have been fired by neuron, i as shown in the firing rate equation as
follow:

ci t;Dtð Þ ¼ giðt � Dt; tÞ
Dt

ð8Þ

2.3 MT Layer

Escobar et al. [9] derived MT-like model by summing the output directional
selective of spatial-temporal structure of histogram. The BIM-AMM model pre-
sented active motion vector according to the Gaussian distribution of MT cells
preferred direction. The use of representative vectors for active motion map
(AMM) based MT cells in Gaussian distribution is to avoid the noise on the
information layer of MT cells. Shadlen et al. [15] mentioned that noise in the MT
may reduce the relevant information and at the same time lead to errors in
decision-making process. The AMM information is coded by calculating the
Gaussian distribution f(x, y) with output of MT layer, j(x, y) as follows:

J x; yð Þ ¼ j x; yð Þ � f ðx; yÞ ð9Þ

Each image pixel represents a neuron cell, N. The most active neuron cell, N will
have the highest firing rate. Therefore, input image is sampled to an optimum kernel
size, Nv to speed up the process in MT layer. The kernel sizes should be determined
properly so that all the important features of the image can be extracted. Hence,
maximum number of active cell can be collected. The number of active cells for
each channel are summed for each neighborhood. Then, the histogram is built based
on the number of active cells in preferred direction of motion for each kernel area.
The histogram representation based on Gaussian distribution form for AMM model
is given as follows:

eHG ¼ n11; . . .; n
Nv
1 ; n12; . . .; n

Nv
2 ; n1Nch

; . . .; nNv
Nch

� �
ð10Þ

where Nv and Nch number of kernel size and number of channel in retina model,
respectively. The AMM will be the input feature vector to the SVM classifier [16],
which have yielded excellent results in various classification problems and become
most robust classifier in machine learning. In this case SVM classifier deals with
two-class problems which is normal and abnormal (fall or slip) walking exercise.
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Given a training samples set xi; yið Þ; i ¼ 1; . . .; n; xi2Rd; yi2 þ 1;�1f g
 �
, where

xi is the feature vector anddeveloped is the label. SVM is developed for finding the
optimal classification plane.

3 Results & Discussion

3.1 Database & Settings

As shown in Fig. 2, this physiotherapy system has been simulated and tested under
various dataset such as MILE,1 Weizman and SESRG dataset for walk and fall
action only. These dataset are expected as walking exercise for the rehab patient. In
this paper, our own dataset named SESRG was captured using IP camera for
various types of possible anomaly movement such as bending, forward fall,
backward fall and slip fall while doing walking exercise. The simulation was
implemented using Matlab on Intel® Core 2.93 GHz machine. The videose-
quencese runs at 30fps.

3.2 Parameter Settings

The parameter setting of V1 layer is set as follow: eight different directions are
selected for simple cells, namely, (0°, 45°, 90°, 135°, 180°, 225°, 270° and 315°).
The motion speed v is set to [1–3], spatial frequency, fs = [0.05, 0.15, 0.2] and
temporal frequency, tf is [2, 4, 8]. The settings for V1 layer have a total of 24 layers
for each spatial and temporal frequencies, formed by 3 speeds and 8 orientations.
The spiking neuron models initial voltage, threshold voltage and reset voltage of
spiking neural model are set to 80, −10 and 0 mv respectively. The Weizmann

Fig. 2 Sample image from a Wiezman b MILE and c SESRG dataset

1http://www.milegroup.net/.
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dataset was taken from publicly binary image in the database. While preprocessing
mechanism was applied to extract the object of interest and remove the background
information for MILE and SESRG dataset.

The simulation was carried out by cross-validation testing procedure. The
cross-validation for group of 5 subject with walk and fall actions was randomly
chosen for training and the remaining subject for testing using SVM classifier. This
setup uses to examine the ability of proposed method (BIM-AMM) to recognize
sudden fall in the videos.

3.3 Recognition Performance

The recognition rate for all test datasets was different at each of the preferred
speeds. The results in Table 1 shows the sensitivity and specificity of our proposed
systems at preferred speed v is set to constant value 3 to detect anomaly during
walking rehabilitation activities. The results in Table 1 shows that on average, the
percentage achieved for both sensitivity and specificity using BIM-AMM model are
more than 95 % for various types of dataset.

Figure 3 shows sample of walking patterns from SESRG dataset and the output
of AMM that represents the motion patterns of MT cells which estimated from

Table 1 Recognition rate of
BIM-AMM model

Dataset Sensitivity (%) Specificity (%)

Weizmann 97.2 96.5

MILE 93.5 96.3

SESRG 99.3 98.4

Fig. 3 Result shows the original video dataset of SESRG (top) and the AMM estimated from
Gaussian distribution of MT cells (below). The different color coded indicate different orientation
angle of the motion patterns
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Gaussian distribution. This results proved the assumption that center position of the
body has the highest Gaussian distribution to represent AMM of MT cells.
The AMM model of MT cells was distributed in log-polar form and presented in
color coded which indicate the eight angle of motion directions. Figure 4 shows the
raster plot which represents spike trains of all MT neurons corresponding to a given
orientation and speed for walking exercise and sudden fall event in Fig. 3.

To present with fair and meaningful results, the performance comparison of
different bio-inspired motion processing approaches is made on the same database
with similar number of frames. Therefore, the simulations were carried out for
previous bio-inspired model applied by JHuang [8] and MT-like model proposed by
Escobar [9] using the dataset in Table 2. This extended simulation work used to
verify the effectiveness of our proposed BIM-AMM model for detection of fall
during walking exercise in home-based physiotherapy system. Table 2 gives a
comparison among JHuang model, Escobar model and our proposed BIM-AMM
framework.

Our proposed model gives average recognition rate higher than dense C2 fea-
tures of JHuang model. BIM-AMM model based on 3D Gabor can simulate
complete information in spatial and temporal domain compared to Escobar’s which
might have omitted some information using 2D Gabor filter. The Gaussian distri-
bution estimation in BIM-AMM framework gave better estimation of preferred
motion direction compared to mean motion map in Escobar’s. It can be seen that
the spatio-temporal 3D Gabor filter and the estimation of AMM through Gaussian
distribution in BIM-AMM model improved the average recognition of Escobar
V1/MT model. The Gaussian distribution of active motion map able to reduce noise

Fig. 4 Raster plot of all MT neurons corresponding to a walk and b fall

Table 2 Comparison with
previous work

Previous work Overall (%)

JHuang et al. [8] 92.7

Escobar et al. [9] 97.8

BIM-AMM 98.5
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in MT layer and improved the decision-making process using SVM classifier.
Comparing with different datasets, it shows that our approach able to overcome the
effect of scaling and lighting variation. Therefore, it can be concluded that our
model is highly effective.

4 Conclusion

In conclusion, this paper proposed a bio-inspired visual cortex system for
home-based rehabilitation system. An accurate physiotherapy system to support
home-based rehabilitation programs for the elderly and their caregivers is con-
structed using bio-inspired model. Our main contribution is encoded motion pat-
terns from incoming videos by 3D Gabor filter and estimate active motion map
through Gaussian distribution of MT preferred cells directions. This paper presents
some evaluation results compared with other previous methods. In our future work,
object tracking method can be incorporated to further improve the localization of
the object, extended with multimodal framework like shape by utilizing ventral
pathway like V1, V2, V3, V4 and IT area. The analysis of shape through ventral
stream may be also important for recognition of motion in human activity.
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Online Clustering of Narrowband Position
Estimates with Application
to Multi-speaker Detection and Tracking

Maja Taseska, Gleni Lamani and Emanuël A.P. Habets

Abstract Speaker detection, localization and tracking are required in systems that
involve e.g. hands-free speech acquisition, or blind source separation. Localization
can be done in the (TF) domain, where location features extracted using micro-
phone arrays are used to cluster the TF bins corresponding to the same source.
The TF clustering approaches provide an alternative to the Bayesian tracking
approaches that are based on Kalman and particle filters. In this work, we propose a
maximum-likelihood approach where detection, localization, and tracking are
achieved by online clustering of narrowband position estimates, while incorporating
the speech presence probability at each TF bin in a unified manner.

Keywords Multi-speaker tracking � Maximum likelihood � Number of source
estimation � Distributed arrays

1 Introduction

To provide high-quality capture of speech in communication and entertainment
systems without requiring close-talking microphones, the spatial diversity of
microphone arrays is exploited to extract sources of interest. Such systems need to
localize and track a desired source, and use the location information to compute a
spatial filter (beamformer) that extracts the source signal and reduces interferers.
A multitude state-of-the-art tracking approaches estimate the evolution of the source
positions using Kalman or particle filters (see [1, 2] and references therein).
Although these approaches are elegantly formulated within a Bayesian framework
and provide excellent tracking performance, the estimated source positions can only
be used to steer data-independent beamformers to the estimated source locations.
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From the vast literature on spatial filters, it is known that such filters often provide
insufficient performance in reverberant environments.

The localization can alternatively be done by exploiting the speech sparsity in the
TF domain [3]. Such approaches often involve clustering of location features, such
as phase differences between sensors [4, 5], (DOAs) [6, 7], or narrowband positions
[8]. As a by-product of the localization, each TF bin is classified to the dominant
source providing means to track the second-order statistics of the sources [7–9]. The
latter can be used to compute data-dependent beamformers which offer better per-
formance in reverberant and noisy environments than data-independent beam-
formers. Note that after clustering of DOAs or phase differences, an additional step is
required to obtain the Cartesian coordinates of the sources, in case they are required.
Due to the non-linear and non-injective relation between the DOA and the position,
this step is non-trivial. Approaches that estimate the positions have been proposed in
[5], by deriving the position from clustered phase differences, and in [8], by clus-
tering narrowband position estimates. However, these approaches assume that the
number of sources is fixed, which is restrictive in practice. DOA-based clustering
that detects the number of sources online has been proposed in [7, 10].

For the application of source localization, source tracking, and clustering of the
TF bins, we propose a (ML) framework based on narrowband position estimates
obtained from distributed arrays. Narrowband positions were used in our previous
work for localization [8] and tracking of a known number of sources [11]. In this
paper, we address dynamic scenarios where the number of sources is unknown and
time-varying. The proposed framework consists of (i) estimating the parameters of a
mixture model by an online (EM) algorithm (Sects. 2 and 3) and (ii) a data-driven
mechanism to detect appearing/disappearing sources and add/remove the corre-
sponding clusters (Sect. 4). A further contribution is the unified treatment of speech
presence uncertainty in the model, which increases the robustness to noise and
reverberation without requiring voice activity detection in a pre-processing stage as
in [11, 12]. The cluster information can be used for multi-speaker tracking, as well
as for computation of data-dependent spatial filters for (BSS). The evaluation in
Sect. 5 focuses on the tracking application, whereas the evaluation of a BSS system
is an ongoing work.

2 Probabilistic Model of Narrowband Position Estimates

The signals from S sources in a noisy and reverberant enclosure are captured by A
microphone arrays. The signal at microphone m from the a-th array, at time index n

and frequency index k in the (STFT) domain is given by Y ðaÞ
m ðn; kÞ ¼PS

s¼1 X
ðaÞ
m;sðn; kÞþV ðaÞ

m ðn; kÞ; where XðaÞ
m;s and V ðaÞ

m denote the signal of the s-th
source and the noise, respectively. The different signals represent realizations of
mutually uncorrelated random processes. Assuming far field conditions and
selecting an arbitrary reference microphone m0, a DOA ha at array a can be obtained
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at each TF bin by a phase difference-based estimator [13] (TF indices omitted for
brevity)

na ¼ cosðhaÞ
sinðhaÞ

� �
¼ c

2pf
½D að Þ

m0 �y arg y að Þ

Y að Þ
m0

; ð1Þ

where DðaÞ
m0 ¼ ½dðaÞ1 � dðaÞm0 ; . . .; d

ðaÞ
Ma

� dðaÞm0 �T, dðaÞm for m ¼ 1; . . .Ma denote the posi-

tions of the microphones from array a, yðaÞ contains the signals from array a stacked
in a vector, c and f are the speed of sound and the frequency in Hz, y denotes the
Moore-Penrose pseudoinverse, and argð�Þ is taken element-wise. Although the
DOAs consider only azimuth ha, an extension to elevation is possible. By trian-
gulating two vectors na1 and na2 from different arrays, a position Hnk is obtained for
each bin ðn; kÞ. As the signals at each TF bin represent (RV), Hnk is also an RV.
The position estimates are used to cluster the TF bins based on their respective
dominant source. If at TF bin ðn; kÞ, the energy of a given source is dominant over
the other sources and the noise, the position Hnk represents a good estimate of the
source location. Note that the DOA estimates can be obtained with any narrowband
estimator and the choice of an estimator influences the accuracy of the clustering.

Due to the speech sparsity in the STFT domain [3], it can be assumed that there
is at most one dominant source at each TF bin. Let znk be a discrete RV that takes
values from 0 to S, indicating the dominant source as follows

znk ¼ 0 if yðn; kÞ ¼ vðn; kÞ ði:e: only noise presentÞ; ð2aÞ

znk ¼ s if yðn; kÞ � xsðn; kÞþ vðn; kÞ; ð2bÞ

where the entries of y, xs, and v contain the respective signals from all micro-
phones. Marginalizing over the unobservable RV z, the distribution of the
observable RV H is given by pðHÞ ¼ P

z pðzÞpðHjzÞ (subscript nk omitted for
brevity). We propose the following parametric model for the likelihood pðHjzÞ

pðH j zÞ ¼ N ðH; lz;RzÞ; for z 6¼ 0; ð3aÞ

pðH j zÞ ¼ UðHÞ; for z ¼ 0; ð3bÞ

where U is a uniform distribution (noise is localized across the room with equal
probability) and NðH; lz;RzÞ is a two-dimensional Gaussian distribution with
mean lz and covariance matrix Rz. The mean lz represents the true location of the
z-th source in the xy plane. By writing the marginal distribution of z as

pðzÞ ¼ pðz j z 6¼ 0Þpðz 6¼ 0Þþ pðz j z ¼ 0Þ pðz ¼ 0Þ; ð4Þ

and introducing pz ¼ pðz j z 6¼ 0Þ and p0 ¼ pðz 6¼ 0Þ, where p0 is the (SPP), the
following holds
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pðzÞ ¼ pz p0; if z 6¼ 0
ð1� p0Þ if z ¼ 0:

�
ð5Þ

The parametrized distribution of the observable RV H can now be written as

pðH;P; p0Þ ¼
X
z6¼0

pzp0NðH; lz;RzÞþ ð1� p0Þ UðHÞ; ð6Þ

where P ¼ fpz; lz;Rzgz2½1;S� are unknown parameters. The SPP p0 is treated as a
known parameter as it can be estimated at each bin, independently of the clustering
framework. The interested reader is referred to [14] and references therein for
details on the computation of the SPP p0.

The goal in this work consists of inferring and tracking the time-varying
parameters Pn and the number of speakers Sn online as blocks of narrowband
position estimates become available. The framework should be capable of removing
and adding clusters for sources that disappear and appear, respectively.

3 Maximum Likelihood-Based Online Clustering

In this section, we derive the update of the parameters bPn�1 at frame n� 1 to the

new estimates bPn in light of the input data at frame n. For ease of exposition, we
assume that the number of speakers is equal in the two successive frames.
A mechanism that determines the number of speakers is detailed in Sect. 4.

The observable data at frame n is the set of position estimates and the corre-
sponding SPP from the most recent L frames, across all K frequency bins

Dn ¼ fðHik; p0;ikÞji 2 ½n� Lþ 1; n�; k 2 ½1;K�g: ð7Þ

Note that depending on the accuracy of the DOA estimates at different fre-
quencies and on the spatial aliasing limit for the microphone array, data only from a

subset of frequencies can be used as done e.g. in [7]. The parameters bPn are
obtained by maximizing the following log likelihood, with respect to Pn

LðDn;PnÞ ¼
X
i;k

ln pðHik;Pn; p0Þ: ð8Þ

We omit the TF-bin index from p0 for brevity, although p0 is computed
bin-wise. The mixture model given by (6) leads to a summation inside the logarithm
in (8), which does not allow for a closed form maximization. Instead, maximizing
the expectation of the complete data likelihood under the posterior distribution of
the unobservable z, represents a significantly easier problem [15]. This expectation,
also known as the Q-function, is given for our model by
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X
i;k

n
pðzik ¼ 0 jHik; bPn�1Þ

�
ln ð1� p0Þþ ln UðHikÞ

�
þ

X
z6¼0

pðzik ¼ z jHik; bPn�1Þ
�
ln pzp0 pðHik j zik ¼ z;PnÞ

�o
; ð9Þ

where the posterior distribution of zik is computed with respect to the old parametersbPn�1. Evaluating (9), and maximizing it with respect to Pn represents an iteration
of the EM algorithm, guaranteeing that LðDn;PnÞ[ LðDn;Pn�1Þ [15]. Setting the
derivatives of (9) with respect to Pn to zero, the standard M-step for a (GMM) is
obtained, as the terms due to z ¼ 0 do not depend on Pn. Introducing
PzðnÞ ¼

P
i;k pðzik ¼ z jHikÞ, the new parameters are computed as

pz ¼ PzðnÞ
LK

; lz ¼
P

i;k pðzik ¼ z jHikÞHik

PzðnÞ ;

Rz ¼
P

i;k pðzik ¼ z jHikÞ ðHik � lzÞðHik � lzÞT
PzðnÞ :

ð10Þ

To compute the posteriors pðzik ¼ z jHikÞ, we express them as follows

pðzik ¼ z jHikÞ ¼ pðzik ¼ z jHik; z 6¼ 0Þ p0 þ pðzik ¼ z jHik; z ¼ 0Þ ð1� p0Þ:
ð11Þ

Next, noting that for zik 6¼ 0 the second term equals zero, the posterior for
zik 6¼ 0 can be written by applying the Bayes theorem to the first term, i.e.,

pðzik ¼ z jHikÞ ¼ p0 � pðHik j zik ¼ zÞ pz p0P
z0 6¼0

pðHik j zik ¼ z0Þ pz0 p0 : ð12Þ

Hence, by virtue of the proposed model in Sect. 2, the speech presence uncer-
tainty is inherently considered when computing the model parameters. The EM
iteration given by (9)–(12) can be efficiently implemented using sufficient statistics
for GMMs. The reader is referred to our work in [11] where the EM algorithm was
implemented in this manner.

Given the estimated parameter set Pn at each frame n, the sequence

lz;1; lz;2; . . .; lz;n

h i
represents the estimated track for the s-th speaker, whereas the

posteriorprobabilitiescanbeused todesignTFmasksorspatialfilters forBSS[7,9,11].

4 Robust Counting and Tracking of Sources

The EM iteration, described in Sect. 3, is coupled with an outlier control and a
source counting mechanism. The outlier control is based on the likelihood of the
incoming data under the current parameter estimates and implicitly imposes smooth
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speaker tracks, as described next. A block diagram of the proposed online clustering
framework is illustrated in Fig. 1.

4.1 Outlier Control and Smoothness of Estimated Tracks

Noise and reverberation result in outliers which often exceed the number of reliable
data points. If there are erroneous SPP estimates in the incoming data, the
ML-based criterion in Sect. 3 forces the parameter estimates to fit noisy data that do
not accurately represent the speaker locations. Without a motion model or track
smoothness constraint, even moderate amount of outliers lead to significant tracking
errors. We propose a data-driven approach for trimming the set Dn to contain only
positions Hik that belong to a specified confidence region of at least one of the
clusters. Given the confidence probability p, the data used in the EM step at frame n
needs to satisfy the following, for at least one z 2 ½1; S�

ðHik � lz;n�1ÞTR�1
z;n�1ðHik � lz;n�1Þ�Wp: ð13Þ

As the quadratic form on the left hand side in (13) follows a Chi-squared

distribution with two degrees of freedom,Wp and p are related as p ¼ 1� e�
Wp
2 [16].

The data trimming step implicitly imposes smoothness of the speaker tracks and
assists the detection of new speakers, as described in Sect. 4.2.

Note that the points with low SPP, and hence a low impact on bPn, can be
removed from Dn without evaluating (13). In this manner, the storage and com-
putation complexity are notably reduced, as due to speech sparsity the number of
low SPP points is significant. Thresholding based on voice activity detection is
often a required step in acoustic source clustering and tracking [6, 11, 12]. In this
work, due to the incorporated SPP and outlier control, this step is optional and is
done only to reduce the computational cost.

Fig. 1 Diagram of the proposed system. The parameters bPn�1 from the previous frame are used
to remove outliers and to run an EM iteration at the current frame n
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4.2 Removing and Adding Speakers

Removing speakers. Inspired by the sparse EM variant [17], where at frame n only
the Gaussian components with large responsibility for observing the current data Dn

are updated, we propose to first update the mixture coefficients pz using the data Dn,
update the mean and covariance according to (10) only for the components z for
which pz [ pthr, and freeze the means and covariances otherwise. The frozen
parameters indicate inactive sources that are removed if their parameters are frozen
longer than a pre-defined number of frames Lfrz. The value Lfrz is often referred to as
time-to-live in tracking literature. In this work, Lfrz was fixed to 60 frames, corre-
sponding to 1.9 s. Alternatively, Lfrz can be computed online based on the predicted
travelled distance within a silent period. If a speaker travels a large distance without
acoustic activity, the track can not be recovered when acoustic activity is resumed.
This behavior is due to the smoothness requirement implicitly imposed by (13).
Instead, the speaker is removed after Lfrz frames, and promptly re-detected as a new
speaker when activity is resumed.

Adding speakers. Let us denote by eDn the set of all the points that were removed
from Dn by (13), and for which the SPP satisfies p0 [ psp. Assuming that there is
no new speaker at frame n, the cardinality jeDnj is low as all points with high SPP
are modeled by the current GMM and remain in the set Dn. On the contrary, if a
new speaker appears, a cluster of points is present in eDn. To verify the existence of
a new cluster we first take the maximum ha;max of the DOA histogram for each array
a, computed using the TF bins in eDn. Consider a set eD0

n � eDn such that for all TF
bins ði; kÞ corresponding to the points in eD0

n, the following holds

eD0
n ¼ fHik

�� j ha;max � ha;ikj\Dh; 8ag: ð14Þ

The threshold Dh is chosen such that the intersection region satisfying (14) is
sufficiently small, so that a large cardinality jeD0

nj indicates, with high probability, a
new source activity in that region. Denote by lzþ 1 the mean of the data points ineD0

n. To ensure that the newly detected source does not model an already existing
one we impose a limit on the minimum distance between two detected sources,
leading to the last condition for adding a source

jjlzþ 1 � lsjj2 [ dmin; 8s ^ jeD0
nj � n ð15Þ

where n is the minimum number of points required to declare a new speaker. If
(15) is satisfied, a new Gaussian is initialized with mean lzþ 1 and a scaled identity
covariance, and the standard EM iteration is executed with the new model. Note
that although only one new speaker per frame can be detected, there is no constraint
on the number of new speakers that appear in the same frame. Due to the
outlier-based speaker detection, both speakers will be detected, however with at
least one frame delay between the two detections.
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In addition, the following check is continuously exectuted jjli � ljjj2\dmrg so
that clusters of speaker i and j are merged in the case of crossing tracks. After the
speakers move away from each other, the two separate clusters and the corre-
sponding trajectories are recovered, as shown in the results. Although in certain
applications, it might be desirable to maintain separate speaker tracks regardless of
crossing, the proposed system in this work was developed in view of the signal
extraction applications using spatial filters, where speakers with small inter-speaker
distances cannot be separated by the spatial filter as separate sound sources.
Therefore, we choose to merge the the tracks of crossing trajectories.

5 Performance Evaluation

The proposed algorithm was evaluated in a simulated 6	 5	 3 m room. Clean
speech signals were convolved with room impulse responses for moving sources
using the software in [19]. Diffuse babble noise [18] and uncorrelated sensor noise
were added to the speech signals. The STFT frame length was 64 ms, with 50 %
overlap, at a sampling rate of 16 kHz. Three uniform circular arrays of diameter
2.9 cm and three omnidirectional microphones per array were employed. All rel-
evant processing parameters are summarized in Table 1. Scenarios with different
reverberation times T60, noise levels, number of sources, and motion patterns were
examined. The system is tested in dynamic situations with appearance of new
sources, speech pauses, and sources with crossing trajectories.

Experiment 1. In this experiment, we tested the tracker for a fixed number of
moving speakers. We started the algorithm with an unknown number of speakers
and once all were detected, the RMSE between the true and the estimated tracks
was computed. The results in Table 2 are averaged over time frames, over speakers,
and over three scenarios with different motion patterns. Two, three, and four
simultaneously active speakers were tracked for signal-to-noise ratios of 11 and
21 dB and speeds of 0.23 and 0.34 m/s. It can be observed that while the system is
robust to noise and reverberation, accuracy decreases for faster speaker movement.
The sensitivity to speed can be controlled by the number of frames L that constitute

Table 1 Parameters used in
the implementation

L Dh psp p pthr Lfrz n dmin dmrg

30 10
 0.85 0.95 0.07 60 30 0.5 0.3

Table 2 Average root mean
squared error in meters
between the true speaker
location and the mean of the
respective Gaussian

SNR (dB) speed (m/s) T60 ¼ 200 ms T60 ¼ 400 ms

two three four two three four

21 0.23 0.16 0.14 0.12 0.18 0.15 0.22

21 0.34 0.23 0.17 0.17 0.24 0.22 0.25

11 0.23 0.16 0.12 0.19 0.20 0.16 0.24

11 0.34 0.25 0.23 0.24 0.26 0.26 0.26
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the short-term data. Smaller L allows for faster adaptation suited for higher speeds,
however leads to quickly varying parameter estimates and less smooth tracks.
Experiments showed that L 2 ½25; 35� offers a good tradeoff between responsive-
ness and stability.

Experiment 2. We tested the tracker in several challenging scenarios which often
occur in practice. In Fig. 2, we illustrate a four-speaker example with T60 ¼ 200 ms
and velocity 0.34 m/s for each speaker. Snapshot II shows a detection of a new
speaker, where even in multitalk scenarios, a new speaker is detected in less than
0.5 s after the first activity. Snapshots I and III show stabilized clusters of three and
four speakers, respectively. Finally, snapshot IV is taken at the frame where the third
speaker is discarded, and only two Gaussians track the remaining two speakers.

Experiment 3. In the last experiment, the tracker was tested in a triple-talk
scenario when the trajectories of two speakers cross. The tracking result is visu-
alized in Fig. 3, where the x and y coordinates of the true and estimated tracks are
plotted across time. The crossing happens around second 5 on the time axis, where
it is visible that for a short period the two speakers are represented by a single
Gaussian component. When speakers split, around second 7, the tracker promptly
detects a new speaker, assigns a new Gaussian distribution to it, and continues to
track the three speakers.

Fig. 2 Snapshots of the tracking at different times and the signals of each speaker. The number at
the right bottom corner of each snapshot relates to the signal segment as indicated by the markers.
SNR 21 dB, T60 = 200 ms, velocity 0.34 m/s. The black dots denote the points in Dn that are used
in the current EM iteration, whereas the gray dots denote the discarded points eDn. The plus signs
denote the microphone arrays
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6 Conclusions

A maximum likelihood framework for multi-speaker detection and tracking was
proposed, based on clustering of narrowband position estimates. The position
estimates are obtained by using at least two distributed arrays. Speech presence
uncertainty and outlier control are incorporated in a unified manner, resulting in a
system that is robust to noise and reverberation, estimates the number of speakers
online, and allows for track recovery even in situations where the sources have
crossing trajectories. As a by-product of the clustering-based tracking, each TF bin
is classified to the dominant source providing means to design data-dependent
spatial filters for blind source separation.
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Taguchi-based Parameter Setting
of Cuckoo Search Algorithm
for Capacitated Vehicle Routing Problem

Mansour Alssager and Zulaiha Ali Othman

Abstract The cuckoo search algorithm is a novel metaheuristic based on the
obligate brood parasitic behavior of some cuckoo species in combination with the
Lévy flight behavior of some birds and fruit flies. Its shows good performance when
applied to various domains in continuous and discrete search space. This study
presents a cuckoo search algorithm for capacitated vehicle routing problem; its
parameter optimized using Taguchi method. The comparison results on 16
benchmark instances shows potential performance of the Taguchi based method
which outperforms the basic one.

Keywords Taguchi method � Cuckoo search � Parameter setting � Capacitated
vehicle routing problem

1 Introduction

Various metaheuristic algorithms have been successfully applied to solve the
Vehicle Routing Problem (VRP). Most of the common algorithms introduced for
VRPs can be found in the review by Gendreau et al. [1]. However, as yet none of
these algorithms have been able to reach the optimal solution across all the
benchmark datasets and the community is still looking for a more stable and robust
algorithm. The main challenge of the VRP is to design least-cost (distance, time)
routes for a fleet of vehicles to serve geographically scattered clients.
Capacitated VRP (CVRP) is one of the VRP extensions, in which the total demand
for any vehicle cannot exceed a present capacity. As the CVRP is classified as a
NP-hard problem based on the theory of computational complexity, various
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approaches have been presented to solve the CVRP, and these can be divided into
two types: exact and metaheuristic algorithms. To the best of our knowledge no work
has attempted to apply Cuckoo Search (CS) to solving the CVRP. Consequently, and
based on CS recent advantage particularly for routing problem such as in Travel
Salesman Problem [2]. This research proposes a CS to solve the CVRP.

In most of the cases the parameters of the metaheuristics have been selected
based on two ways, on the experience of the authors or other available approaches
in the literature. Trial and error assortment of the parameters make the method less
productive. Since selection of proper parameters of the metaheuristic algorithms is
problem dependent and an important issue for any optimization approach, therefore
a systematic and robust strategy of the parameter designing is required to make the
method with more accuracy and efficiency.

However, the impact of those ofCSparameters on the algorithmperformance is not
extensively investigated up-to-date since the suggested value made by Yang and Deb
[3]. Yang and Deb [3] Provide some guiding suggestions for reasonable choices of
those parameters but the opening question is: Is that parameter suggestion applicable
for all optimization problems? In fact, related parameters setting of themost intelligent
algorithms are confirmed based on the specific problems being studied [4].Moreover,
Finding a universal parameter setting for intelligence algorithms is rather and more
difficult. Therefore, amethod such as Taguchimethod is a powerful tool for parameter
design [5]. It is begin used to evaluate the problem related parameter. Furthermore,
this method identifies the best settings of parameters and improves the performance
characteristic with orthogonal array technique and signal-to-noise (SN) ratios.
However, it’s efficiency proven by many study [6–9]. This study uses the Taguchi
method to analyze the effect of these parameters and identify the major and minor
factors in influencingCS,which provides a basis for choosing the best settings of these
parameters of CS. Moreover, the results are compared with the basic CS method.

This paper is organized as following. Section 2 explains the proposed method in
detail. The results of the evaluation and analyze of our results are reported in Sect. 3
and finally the conclusion of the work is presented in Sect. 4.

2 The Taguchi parameters based Cuckoo Search
Algorithm

The Cuckoo Search algorithm is one of the latest nature-inspired metaheuristic
algorithms that belong to the swarm intelligence category [3]. This algorithm is
inspired by the cuckoo’s reproduction behaviour which consists of laying eggs in
the nests of other birds. In the Cuckoo Search algorithm, cuckoos are abstracted as
entity having associated a solution (i.e. the egg) of the optimization problem that
they try to place in a solution container (i.e. the host bird’s nest).

In the CS there are only two parameters to be adjusted i.e. the fraction of eggs to
be abandoned each generation pa and the host nest size n. However, Yang and Deb
[3] state that the convergence rate was not sensitive to the parameters values using
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well-known function benchmark problem which are a continuous search space
problem. They came to the conclusion that the CS algorithm finds the optimum
solution for the values of the parameter n from 15 to 25 and of the parameter pa
from 0.15 to 0.25. Consequently, the open question is that parameters range is
suitable for all problem even the discrete one such as CVRP.

The Cuckoo Search algorithm has an initialization stage and an iterative stage. In
the initialization stage, a Taguchi method is employed for optimizing the

End

Start

Implement parameter optimization through 
Taguchi method in order to identify values of host 

nest size n ,fraction of worse nest pa and iteration 
number k and identify best parameter

Read the initialization parameters

Initialize the population the host nest n

Get a host bird egg randomly

Improve the selected host egg by Lévy flight
a new cuckoo egg is obtained
it’s fitness evaluated as f(x)’

Replace the cuckoo egg with host bird egg

Is the f(x)’ < f(X)?

Get a host bird egg randomly
it’s fitness evaluated as f(x)

Abandon a fraction of pa of worse eggs

Build new eggs to replace the lost eggs

Rank all the nests eggs and find the current best

Yes

Termination criteria 
satisfied ?

No

No

Report the best !

Yes

Identify the factors /interactions

Identify the level of each factors

Select the appropriate orthogonal array (OA)

Assign factors /interactions to columns of the OA

Conduct the experiments

Analyse the data and determine the optimal level

Conduct the conformation experiment

Scheme of the major steps of implementing the 
Taguchi method

Fig. 1 The flow chart of the proposed method
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parameters of CS named as (T-CS). Figure 1 shows the flowchart of the proposed
T-CS, and then each container is initialized with a solution of the optimization
problem. Next to initialization stage is the iterative stage; the improvements steps
are performed until a stopping condition is satisfied:

• Initialization stage:

– Step 1: Initial algorithm parameters using Taguchi method. They are: nest size
M, fraction of worse nest pa and the maximum number of iterations K.

– Step 2: generate M candidate host nests. The initial candidate host nests are
generated from a either randomly or by a heuristic.

• Iterative stage:

– Step 3: An old solution xt is randomly selected and a new solution xt+1 is
generated by performing a random walk using Lévy flight which preserve a step
length whether it’s large or small with characteristic of balancing between the
exploration and exploitation:

xtþ 1 ¼ xt þ a � Lðs; kÞ ð1Þ

Where a is a step-size-scaling factor, s is the step size, and L refers to a random
walk defined as:

L s; kð Þ ¼ kCðkÞsinðpk=2Þ
p

� 1
s1þk

ð2Þ

There are large neighbourhoods structures have been used as a local search
mechanism. The aim of using large neighbourhood structures is to provide
significant improvements in the quality of the solution

– Step 4: A container where the cuckoo may lay its solution is randomly chosen.
– Step 5: The new solution will replace the container’s solution, if the solution

associated to the container has a lower (in case of maximization problems) or
higher (in case of minimization problems) fitness than the fitness of the new
solution.

– Step 6: Some of the containers containing the worst candidate solutions are
destroyed by the host bird (similar to the abandon of the nest by the host bird)
with probability of pa 2 (0, 1) and replaced with new ones containing new
solutions.

– Step 7: The containers with the best solutions are kept.
– Step 8: The solutions are ranked and the current best solution is found.
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3 Result and Discussion

Experiments are conducted to test the performance of the CS on benchmark datasets
[10]. There are 16 CVRP instances, the total number of clients varies from 30 to
135 clients, and the total number of vehicles varies from 3 to 10 vehicles. The
instances can be downloaded from the website www.branchandcut.org/VRP/data/.

Table 1 Level values obtained for factors

Factor Level 1 Level 2 Level 3 Level 4 Level 5

pa 0.1 0.2 0.25 0.4 0.5

n 10 20 50 70 100

S 100 200 300 400 500

Table 2 Parameter values obtained by the Taguchi method in line with parameter range values
and results of the experiments

Standard order pa n S Average of the result
of the observation

S/N ratio

Objective Time to best (s)

1. 0.1 10 100 747.8182 1.007273 −54.4656

2. 0.1 20 200 710 4.764545 −54.0151

3. 0.1 30 300 705.7273 7.235455 −53.9629

4. 0.1 40 400 700.2727 8.915455 −53.8957

5. 0.1 50 500 695.8182 10.92 −53.8407

6. 0.2 10 200 703.1818 3.376364 −53.9312

7. 0.2 20 300 690.7273 4.773636 −53.776

8. 0.2 30 400 688.4545 6.076364 −53.7475

9. 0.2 40 500 684.8182 6.696364 −53.7016

10. 0.2 50 100 708 8.615455 −53.991

11. 0.25 10 300 696.7273 4.065455 −53.8511

12. 0.25 20 400 685.7273 3.128182 −53.7128

13. 0.25 30 500 686.6364 7.382727 −53.7247

14. 0.25 40 100 709 7.915455 −54.0032

15. 0.25 50 200 689.9091 10.14727 −53.7665

16. 0.4 10 400 685.3636 2.678182 −53.7082

17. 0.4 20 500 681.8182 3.009091 −53.6632

18. 0.4 30 100 689.7273 4.082727 −53.7634

19. 0.4 40 200 681.8182 6.684545 −53.6635

20. 0.4 50 300 680.8182 9.337273 −53.6511

21. 0.5 10 500 680.6364 2.070909 −53.648

22. 0.5 20 100 687.0909 3.818182 −53.7301

23. 0.5 30 200 677.7273 6.372727 −53.6112

24. 0.5 40 300 676 7.531818 −53.5892

25. 0.5 50 400 676.9091 6.882727 −53.6008
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To generate the Taguchi result we used Minitab software and each example was
run for each factor at each level. The ‘A-k30-n5.vrp’ problem is used as the test
problem, consisting of 30 customers and 5 vehicles, this choice is made based on
previous study by Peker, Sen [6]. Table 1 presents amount of factors at each level
for CS in Taguchi method. The parameters in Table 1, whose lowest and highest
levels have been determined, are classified into 5 levels. The table displays the level
values obtained for the factors. In the case of an experiment where classic full
factorials are used, 35 = 243 experiments would be needed for each observation
value. This method ensures the identification of effective parameters and levels with
fewer experiments by providing balance among the orthogonal index, parameters,
and levels.

Table 2, presents the results obtained from the experiments. However, the table
lists the values of pa, n and S, created in the L25 octagonal order. The table also
presents the solution travel cost values and the time to best solution as a respond
value obtained by implementing the parameters to the problem. The parameters
were runs for 11 independent run to increase the reliability of the experiments and
the average of all different observation values was obtained. The table also shows
the S/N ratio obtained from the experiment.

The results obtained by the Taguchi experimental design was evaluated by
transforming the results into S/N ratios (see Table 3). This table shows us the order
of importance of the variables and displays the level at which variables should be
used in order to achieve the best result. Delta is the difference between the maxi-
mum and minimum values of the variable. Rank shows the level according to which
variables should be used in order to receive the best solution. The level with the
highest S/N value is the most suitable level. The S/N values were calculated using
the ‘least best’ formula, since the shortest total routes length was desired for the
CVRP.

Table 3 S/N ratios obtained
in the Taguchi experimental
design

Level pa n S

1. −54.04 −53.93 −53.99

2. −53.85 −53.79 −53.81

3. −53.83 −53.78 −53.8

4. −53.72 −53.81 −53.79

5. −53.71 −53.84 −53.75

Delta 0.33 0.15 0.24

Rank 1 3 2

Table 4 Parameter set
obtained through optimization

Parameter Rank Actual value

pa 1 0.1

n 3 50

S 2 200
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However, based on Table 3, the best parameter set was identified as pa1-n3-S2
according to the S/N values. The real values of these levels are presented in
Table 4.

After identified the best parameter suit for the problem of CVRP, we conducted a
study to compare the performance of our proposed T-CS algorithm with the basic
CS on all 16 benchmark problems of [10] in terms of the objective function found
and the average computational time over 31 replications. Note that the smaller the
objective function value the better the solution. The results of the basic CS and the
T-CS are presented in Table 5.

The best results in Table 5 are shown in bold. In this table we can see the ability
of the proposed method to get near to optimal solution for all instances. Moreover,
the T-CS reached to the best results for one instances (B-n35-k5). However, the
promising results of the method shows ability of the method and sensitivity of the
parameter setting of the search process which can effects the ability of the algorithm
for problem solving process.

A Wilcoxon test has been conducted to show a significant difference between the
two methods with confidence level of 95 %. The p-value indicates significant
differences in 15 out of 16 instances with percentage difference of 93 %. We can
conclude that the Taguchi method has ability to find the more accurate design of
parameters for the proposed algorithm.

4 Conclusion

This work has presented a CS applied for CVRP and its performance. Also this
paper presented the performance of integrated CS with Taguchi method for CVRP
over CS. The promising results of this method call for further improvements of the
algorithm and motivate us to continue our study with an enhanced method using
more potent algorithm in order to improve the quality of the CVRP problem.
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Abstract In this paper we propose Incremental Sequential PAttern Discovery
using Equivalence classes (IncSPADE) algorithm to mine the dynamic database
without the requirement of re-scanning the database again. In order to evaluate this
algorithm, we conducted the experiments against three different artificial datasets.
The result shows that IncSPADE outperformed the benchmarked algorithm called
SPADE up to 20%.
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1 Introduction

The main goal of data mining is to discover the hidden patterns from a large amount
of data [1]. There are many data mining problems have been introduced and one of
them is sequential pattern mining [2]. Sequential pattern mining is an evolving data
mining problem in various domain applications such as in marketing to find cus-
tomer purchase patterns, web access patterns, DNA sequence analysis [3], etc.
Nowadays, sequential pattern mining has received a great attention since it was first
proposed by Agrawal and Srikant in 1995 [3]. The problem of sequential patterns
mining is given a set of sequence where each sequence contains set of elements and
each element consist of set of items, given a user specified minimum support
threshold, and finally discover all frequent subsequence [2]. Up to date, there are
many algorithms have been proposed for sequential pattern mining based on the
property of Apriori algorithm. Apriori algorithm was introduced by [3] to find
frequents sequence from given dataset through recursive and iterative procedures.

Apriori-based and Pattern growth [4] are the most common sequential pattern
approaches. Pattern growth algorithms appeared in the early 2000s to solve the
problem of generating candidates and test. It has few proposed algorithms com-
pared to Apriori-based approach, the most common pattern growth algorithms are
IncSpan [5], FreeSpan [6] and PrefixSpan [4]. Generally, Apriori-based approach
algorithms can be categorized into horizontal and vertical data formats. Examples
of horizontal data format algorithms are Apriori [3] and GSP [7] and vertical data
format algorithms are SPADE [8] and SPAM [9]. The vertical format provides the
advantage in generating the patterns and calculating their supports without per-
forming costly I/O during database scans [10].

Although vertical algorithms have better performance in dense dataset as com-
pared to horizontal algorithms, yet this performance is getting slow when it comes
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to a dynamic database [11]. A dynamic database is a database that is frequently
updated and increased in term of number of records [12]. This update can occur in
many different ways, such as APPEND to existing record (existing customer buys
new items), INSERT new record (new customers buy items) and DELETE record
(current records have been removed from the database) [5]. The idea of incremental
sequential patterns is giving an updated database find the current frequent patterns
[13, 14]. As a result to mine the latest patterns from updated database, most of the
current algorithms have to rescan back from entire updated database [15].
Therefore, in this paper we propose an incremental sequential pattern algorithm
IncSPADE is based on SPADE propriety with fixable data structure to mine
updated database without having to start the mining process from the scratch once
the database is updated. Experiments result shows that IncSPADE outperform
SPADE by 20% in term of performance in most cases. IncSPADE algorithm
constructs a tree map data structure (FINFT) stand for frequent infrequent tree map,
that contains all frequent and infrequent sequences generated during the first time
the algorithm start. Maintain such tree makes it easy to IncSPADE to mine updated
database without rescanning the whole database.

The rest of the paper organized as follow: in Sect. 2 discuss related work in the
field, Sect. 3 describe the methodology, Sect. 4 explains the obtained result and
discussion and finally in Sect. 5 draw a conclusion and our further research
direction

2 Related Works

Several algorithms have been proposed for mining incremental association rules,
however only a little attention has been given to sequential pattern mining [16].
Most of the proposed solutions to mine incremental sequential pattern are
Apriori-based and pattern growth approaches. SPADE was first proposed by [8]. It
uses Eclat [17] approach which was proposed by the same author for mining
frequents items. The key feature of SPADE is the layout of the database in a vertical
id list format. SPADE breaks the search space into sub-lattices tree-equivalence
classes—that can be processed independently in main memory [10]. It scans the
database three time only or just once with some data preprocessing [8].
First SPADE scans the database to construct frequent 1-sequence. After frequent
1-sequence prefix tree equivalence classes have been set with root null, SPADE
starts enumeration process to compute frequent k- sequence. The process of gen-
erating k-sequence done by using frequent k-1-sequence equivalence classes as
prefix and generate k-sequence with simple join operation from k-1-sequence [18].
During sequence generation, SPADE prunes the items against minim support sub
and if sequence TIDs less than minim support SPADE will not add to prefix tree
and thus reducing the number of next generated sequences [19]. SPADE outper-
forms Apriori-all and GSP by an order of magnitude in most cases sequence [8].
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Table 1 shows a sequence database and Fig. 1 shows the lattice tree constructed by
SPADE for this database. Nodes marked in gray are infrequent sequences.

FASTUP algorithm [20], is one of the earliest work in incremental sequential
pattern mining. FASTUP is an enhancement of GSP algorithm [7], FASTUP takes
into account the previous result generated before start generating and examine
candidates using generate and prune technique. The idea of having knowledge of
previous result is to take advantages of the information related to sequence
threshold to generated candidates, therefore, FASTUP avoids the issue of gener-
ating sequence depend on their support [16].

Comprehensive Incremental mining algorithm of Closed sequence (CISpan)
proposed by [7]. It’s an enhancement of the Clospan [21] algorithm [22]. The
advantage of CISpan is the ability to remove sequence from the database in addition

Table 1 Sequence database CID TID Items

1 10 A B

20 B

30 A B

2 20 A C

30 A B C

50 B

3 10 A

30 B

40 A

4 30 A B

40 A

50 B

Fig. 1 Example of equivalence classes
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to database INSERTION. CISpan uses divide and conquer approach that makes
INSERTION and DELETION operation are in depended from each other [23].
In INSERTION, the algorithm constructs an incremental lattice prefix tree to keep
all frequents sequence that found in the updated database. However, removal of the
sequence is done by updating the original database lattice tree. In the process of
INSERTION CISpan only build a tree lattice for the newly inserted sequence, then
CISpan merges the original prefix lattice with the incremental lattice result into
updated frequent sequences [4].

3 Methodology

Up to our knowledge, there is not many works have been done in incremental
sequential data mining. This section highlights some basic definitions and the
proposed algorithm. IncSPADE is based on SPADE properties. IncSPADE is able
to handle the updated database without reexamining the database from the scratch.
There are two main phases of the IncSPADE, in the first phase IncSPADE behave
just like SPADE. The second phase after the database has been updated; IncSPADE
runs to generate the new frequents sequences.

3.1 Preliminary Definitions

Definition 1 (sequence database) A sequence is an ordered list of itemsets. Let i be
<i1 i2 … im> where ij is an item, we donate a sequence s by <s1 s2 … sn> where sj is
an itemset.

Definition 4 (support) The support of a sequence sa in a sequence database SDB is
defined as the number of sequences s 2 SDB such that saY s and is denoted by sup
SDB (sa).

Definition 3 (prefix) A sequence sa = A1, A2, … ,An is a prefix of a sequence
sb = <B1, B2, … ,Bm˃, 8n < m, iff A1 = B1, A2 = B2, … ,An−1 = Bn−1 and the first |
An| items of Bn according to �. lex are equal to An.

Definition 5 (sequential pattern mining) Let MinSupp be a threshold set by the
user and SDB be a sequence database. A sequence s is a sequential pattern and is
considered frequent iff supSDB(s) � MinSupp.

Definition 2 (Horizontal data format) A sequence database in horizontal format is
a database where each entry is a sequence. The horizontal data format was first
introduced by Agrawal and Srikant upon proposing Apriori algorithm, its represents
the items categorized into particular transactions. Table 2 shows a sample of hor-
izontal sequence database.
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Definition 3 (Vertical data format) A sequence database in vertical format is a
database where each entry represents an item and indicates the list of sequences
where the item appears and the position(s) where it appears. Table 3 shows the
same as Table 1 database in the vertical format.

Definition 4 (APPEND record) An APPEND sequence database DB* is a record
that been appended to an existing record in original database, lets DB be original
database and lets S=<s1, s2, s3, … sn> a sequence items in D, an updated database
D* with S*<i1, i2, i3 … in> final database DBF = DB \ DB*. Appended
database has same numbers or fewer transactions as the original database.

Definition 5 (INSERTION record) An INSERTION sequence database DB* is a
records that been inserted to existing database, lets DB be original database and lets
S=<s1, s2, s3, … sn> S= a sequence items in DB, an inserted database DB* with
S*<i1, i2, i3 … in> final database DBF = DB [ DB*. INSERTION database has
same or more transaction as the original database. Table 4 shows example of
sequence database and its update in darker background that depict APPEND and
INSERTION operations.

3.2 Incremental Sequential Mining

Let |DB| be the number of data sequences in the original database and MinSupp is
the minimum support. After the update of the original database DB* a new records
are added to original DB. The new records will be categorized by their cid in DB,
each record will be merged with its corresponding cid. Thus final updated database
DBF = DB [ DB* where DB* is the inserted dataset. In case of the cid record
does not match with existing cids this records will be added as new cid and consider
as INSERTION operation. Unlike APPEND database INSERTION requires overall

Table 2 A sample of
horizontal sequence database

SID Sequence

1 <{A,B},{B},{A,B}>

2 <{A,C},{A,B,C},{B}>

3 <{A},{B},{A}>

4 <{A,B},{A},{B}>

Table 3 Vertical sequence
database

A B C

SID Itemset SID Itemset SID Itemset

1 1,3 1 1,2,3 1

2 1,2 2 2,3 2 1,2

3 1,3 3 2 3

4 1,2 4 1,3 4
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changes in the frequent sequences tree structure, where some sequences might
become infrequent due to change of the MinSupp.

IncSPADE is based on SPADE algorithm, its take an update database DB* and
run it against the previous obtained frequent and infrequent sequences tree,
IncSPADE does not need to run the database from scratch again, it is only built
prefix lattice tree structure for the newly appended sequences which did not appear
previously on the original database. Using this idea, IncSPADE reduce time and
memory space needed to mind the original and the updated database. Figures 2
and 3 presents IncSPADE model and IncSPADE algorithm, respectively.

1. Scan database

First step IncSPADE scans the original database to count the items and generate
1-freqnet sequence itemset.

2. Create equivalence classes and enumerate

After 1–frequent itemset generated, IncSPADE constructs a tree lattice search
with root null and start enumeration process to generate k-frequents itemset from
the prefix equivalence class k-1 frequent itemset.

3. Frequent and none frequents sequence

Once IncSPADE finished enumeration over the equivalence classes and prune
sequence items against MinSupp, frequent and none frequent sequence.

4. Scan updated DB

This is a critical phase where IncSPADE scans the updated database to count the
new sequence items. During this phase IncSPADE checks updated database size, if

Table 4 Sequence database and its update

CID TID Items

1
10 A B
20 B
30 A B
40 C

2
20 A C
30 A B C
50 B
60 A

3
10 A
30 B
40 A

4 30 A B
40 A
50 B
10 AB
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size is less or equal the original database, IncSPADE consider this update as
APPEND else it will be considered as both APPEND and INSERT, MinSupp has to
be recalculated then exams the existing frequent sequences against the new
MinSupp.

5. Enumerate and find 1-freqent

After new items counted and process type identified, tree search will be con-
structed for the new item. IncSPADE enumerates to generating equivalence classes
and prune the new items against frequents and none frequents itemset.

6. Frequent and none frequents sequence

At the end of enumerating process, IncSPADE come out will the new frequent
and none frequents itemset which reflects the original and update databases with
respect to MinSupp.

1 DB = Original database 
2. Start
3 Scan DB to find frequent and infrequent items 
4 Generate frequents sequence 
5 Construct frequent and infrequent tree map  
6 UDB = updated database 
7 Scan UDB
8. If checkItem(item) 
9. addToSearchTree(item);
10 Else
11. CheckfrequentsItems(item)
12. If isFrequent(item) 
13. updateItemTdis(item) 
14. else checkInfrequents(item) 
15. If ItemInfrequent(item) 
16. CheckItemTids(item) 
17. If (tisd > miusup) 
18. AddedItemToFrequent(item) 
19 RemoveItemFromInfrequent(item)
20. else addToSearchTree(item)
21 Endif
22 Endif
23 Endif
24 endif 
25. forall New items  do
26 GenerateCandidate() 
27. If candidate tdis > minsup 
28. Add to frequent 
29. Else added to infrequent 
30 Endif
31 Endfor
32 Output = Generate frequents sequence
33. End

Fig. 2 IncSPADE algorithm
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4 Result and Discussion

The experiment was carried out on Intel® Core™ i3-3210 M CPU at 2.50 GHz
speed with 1.00 GB RAM, running on Window 7 Home Premium 64bits.
IncSPADE algorithm has been developed using Netbeans IDE 8 with Java JDK 1.8
and Java as a programming language.

Three artificial datasets was generated using our dataset generator. The datasets
scenarios as follow: first dataset (DATA1) contains 20 items and 10 items per
record, second dataset (DATA2) contains 30 items and 20 items per record. We
split into at least two parts to stimulate database. The complete two datasets was run
on SPADE algorithm with different MinSupp then continued to run the split
datasets in IncSPADE. The datasets was split into two equal parts of 25,000 records
for IncSPADE. The result shows that IncSPADE outperform SPADE in most cases
by 20%. This is because IncSPADE used the previous knowledge to capture the
frequent and none frequent sequences before determining the new frequent items. It
helps IncSPADE to reduce the time complexity of generating and searching the new
frequents items. Table 5 shows the datasets properties. Figures 4 and 5 depict the
performance comparison between IncSPADE and SPADE for each dataset.

Fig. 3 IncSPADE model
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5 Conclusion

In this paper, we proposed IncSPADE algorithm to solve the issue of mining
dynamic database without re-mine the database from scratch each time its updated.
The result shows that IncSPADE was able to mine the updated database. In the near
future, the algorithm will be enhanced and optimized to deal with the issue of
constructing the frequent and infrequent tree.

Table 5 Artificial datasets properties

Dataset Number of records Number of items Items per record

Data 1 500,000 20 10

Data 2 500,000 30 20

Fig. 4 Performance analysis
of IncSPADE and SPAD

Fig. 5 Performance analysis
of IncSPADE and SPADE
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Choosing Geometric Dissimilarity
Measure for Content Based Coral Reefs
Image Retrieval

Wan Nural Jawahir Hj Wan Yussof, Muhammad Suzuri Hitam,
Ezmahamrul Afreen Awalludin and Zainudin Bachok

Abstract The dissimilarity measure used by a Content-Based Image Retrieval
(CBIR) system significantly affects its performance. Choosing the right dissimi-
larity measure is important especially when we have large low-level features to
represent each image in the database. This paper presents the performance of
various geometric distance measures for retrieval of images from a coral reefs
database that consists of three groups of coral. Based on the results obtained by
Precision-Recall graphs, there is no single distance measure that best for all queries.
Therefore, Mean Average Precision is used to measure the overall performance, and
the results showed that the top three best geometric distance measures for retrieving
images from a coral database are the Squared Chord, City Block, and Canberra.
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1 Introduction

Over the past few decades, the science of taxonomy has been suffering from
dwindling numbers of experts [1]. ‘When asking the question what coral is that?’,
not many people can identify the types of coral and most of them flicking through
the pages of some books to know about that coral. As a result, most people get
easily discouraged by the lack of any easy way to cut through the detail. To
overcome this problem, development of an efficient content-based image retrieval
(CBIR) system would provide people especially researchers and students with a
powerful research tool and would allow them to pursue taxonomic studies in a
better way. CBIR system aims at searching similar pictures from large image
repositories, according to the users interest [2]. At the moment, it is worth noting
that CBIR has been applied to diverse fields such as Medical [3, 4], Biometric [5],
Forensic [6], etc. For coral reefs retrieval system, a user only provides a picture and
then the system provides clues for assisting researchers to identify taxonomy level
of the coral.

A typical CBIR system requires two important keys namely features extraction
and features similarity. Typically, images in the repository are represented as a
multi-dimensional feature vector extracted from a series of low-level features, such
as color, texture or shape that is done through the first key. In the second key, a user
may search a collection of images that are similar to a query image based on
similarities of the corresponding image features. Various similarity/dissimilarity
measures have been formulated as a function to estimate the similarity between
pictures. To distinguish between similarity and dissimilarity measures is that the
first measures of how similar two images are and the following measures of how
different two images are.

While many researchers emphasize on features extraction as a first step for
developing CBIR, in this study, we do the other way round for our CBIR system
using a coral database. We adopt the classic features extraction techniques and
focus on features similarity step. The study is inspired from [7–12] that have shown
the performance of CBIR was also affected by the choice of similarity/dissimilarity
measures. This paper presents a systematic comparison of seven geometric dis-
similarity measures. It is a consequence of the study reported by [9] that geometric
dissimilarity measures were better than information theoretic measures and statistic
measure using Corel image collection. A study regarding similarity/dissimilarity
measures using coral reefs image database has not yet reported. Therefore, we make
an attempt to find out what is the most suitable dissimilarity measure for our coral
reefs database that consists of three groups of coral—Acropora branching (ACB),
Acropora submassive(ACS) and Coral foliose (CF).

The remainder of this paper is organized as follows. Section 2 describes seven
dissimilarity measures used for the comparison. Section 3 presents a brief
description of several features descriptors used for image representation. In Sect. 4,
the discrimination powers of the geometric measure are determined and compared
using images from a coral database. Finally, the conclusion is drawn in Sect. 5.
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2 Dissimilarity Measures

Dissimilarity measure can be grouped into three categories; geometric measures,
information theoretic measures, and statistic measures. These three categories are
discussed further in [7–9, 13]. Geometric measures treat objects as vectors.
Information theoretic measures are derivative from the Shannon’s entropy theory
[9] that treat objects as probabilistic distributions. Meanwhile, in statistic measures,
comparing two objects are done in a distributed manner where the vector elements
are assumed as samples [8]. In this study, we only look at the geometric measures.
Euclidean distance, City Block, Chebyshev, Canberra, Squared Chord, Partial
Histogram Intersection and Cosine Function Based are categorized as geometric
measures that are considered in our study.

Let X denote the feature vector ðx1; x2; . . .; xnÞ representing the query image and
Y the feature vector ðy1; y2; . . .; ynÞ representing an image in the database. The
formulas are given as follows:

– Euclidean distance (L2)

EucðX; YÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðxi � yiÞ2
s

ð1Þ

– Cityblock distance (L1)

CityðX; YÞ ¼
Xn
i¼1

jxi � yij ð2Þ

– Chebyshev

CheðX; YÞ ¼ max
i

jxi � yij ð3Þ

– Canberra

CanðX; YÞ ¼
Xn
i¼1

jxi � yij
xi þ yi

ð4Þ

– Squared Chord

SCðX; YÞ ¼
Xn
i¼1

ð ffiffiffiffi
xi

p � ffiffiffiffi
yi

p Þ ð5Þ
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– Partial Histogram Intersection

PHIðX; YÞ ¼ 1�
Pn

i¼1ðminðxi; yiÞÞ
minðjXj; jY jÞ ð6Þ

– Cosine Function Based

CFBðX; YÞ ¼ 1� X � Y
jXj � jY j ð7Þ

3 Features Extraction

In image retrieval task, it is essential to capture important image properties con-
cerning a set of meaningful features. This process is called features extraction.
Shape, color, and texture are the most common features in underwater coral reefs
images. However, only color and texture features are used in this study that inci-
dentally are the indicators commonly used by marine scientists to identify com-
ponents in a reef [12]. Three kinds of color features and two kinds of texture
features are extracted from a coral image. All of the extracted features are con-
catenated to represent a set of feature vectors.

3.1 Colour Features

Color features are a reliable indicator as it has good separability for ACB and CF
types of coral. Mostly ACB has yellowish color while most CF is greenish. For
extraction of color features, once the color space is specified, a color feature can be
extracted from images or regions. Some important color features have been pro-
posed in the literature, including color histogram, color moments, and color
auto-correlogram.

The HSV histogram is a method for describing the color content of an image using
HSV color space. This method used quantization process to reduce the space required
to store the histogram information and time to compare the histogram [14]. The output
of the feature extraction is feature vector of length 8 � 2 � 2 for each image.

Color moments are the distribution of color in an image that is interpreted as a
probability distribution. Mean and standard deviation are two values that commonly
used in color moments. The feature vector of color moments extracted from each
image contains two moments for each RGB channel.

Color auto-correlogram represents how the spatial correlation between identical
colors changes with its respective distance. Autocorrelogram is more stable to large
appearance changes compared to other schemes that are based on purely local
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properties because correlogram takes into account the local spatial correlation and
the global distribution of spatial correlation [15]. The feature vector of length 64 is
extracted using color auto-correlogram for each image.

3.2 Texture Features

Using color features alone is not enough since ACS in our database comes with a
variety of colors. As each type of coral has their repeating patterns, combining color
with texture can help to differentiate between ACB, ACS, and CF used in this
study.

Gabor wavelets are elements of a family of mutually similar Gabor functions
[16]. The descriptor is optimal for measuring local spatial frequencies since it
decomposes an image into sub-images using multiple resolutions and multiple
orientations. In this study, we used six orientations and four resolutions to obtain a
feature vector of length 48 with 6 � 4 mean square energy and 6 � 4 mean
amplitude for each image.

Wavelet transforms decompose a signal into different scales with different levels
of resolution using a family of basic functions obtained through translation and
dilation of a mother wavelet [17]. In this study, we generated three level decom-
position which results in 3� 3� 2þ 2 ¼ 20 components. In each of the compo-
nents, wavelet features are constructed using mean and standard deviation that
results in the feature vector of 2 � 20 for each image.

4 Experimental Results

To evaluate the performances of the geometric dissimilarity measures
(GDM) described in the preceding section, we conduct experiments using a single
image query to coral reef database. The database contains 90 images—30 images
from ACB, 30 images from ACS and 30 images from CF. These coral reefs images
were provided by the Institute of Oceanography and Environment (INOS), UMT.
The images were taken in video format and for the purpose of this study, the video
was transformed into still images and then were cropped and categorized manually.
The video was taken from three meters depth from sea level using underwater
camera GoPro. The examples of coral reefs images with different categories are
shown in Fig. 1.

We use four randomly selected images from three types of coral reef for
single-image queries. For each query, the retrieval results return 20 images
according to similarity rankings and the query is repeated using other six GDM.
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4.1 Precision-Recall Graph

Like other image retrieval tasks, the performance of our coral reefs retrieval is
measured using the so-called precision and recall (PR) graph that is based on the
number of retrieved images as cut-off values.

Precision and recall are defined as in Eqs. 8 and 9, respectively.

Precision ¼ No. of relevant images retrieved
Total number of images retrieved

ð8Þ

Recall ¼ No. of relevant images retrieved
Total number of relevant images in the database

ð9Þ

The PR graph is drawn by using data from a query that was randomly selected
from each three groups of coral reefs collections. Three graphs represent ACB,
ACS, and CF retrieval. The lines in the graphs represent the performance of seven
GDM. To assure consistency, the randomly selected image is repeatedly used for
different GDM.

4.1.1 PR for ACB

Figure 2 shows the retrieval results for ACB. Note that in the figure, the Partial
Histogram Intersection line shows maximum precision until 0.73 recall. It is

Fig. 1 Examples of coral reefs images. First row: Acropora branching (ACB), second row:
Acropora submassive (ACS) and third row: Coral foliose (CF)
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followed by the Squared Chord where its line keeps to the maximum precision until
0.67 recall. However, the maximum recall of Squared Chord is higher than the
Partial Histogram Intersection. The Cityblock and Euclidean distance lines drop
when they reach 0.6 recall. They are better than Canberra line that drops earlier at
0.47 recall. While other geometric measures are comparable to each other with
precision at 1.0 till recall more than 0.45, this is not the case of Chebyshev and
Cosine-based Function. Cosine-based Function line drops at recall 0.27 while
Chebyshev line falls at 0.1 recall that is the worst amongst all. In this case,
Chebyshev is least suitable compared to others while the Squared Chord is the most
appropriate means for retrieving ACB.

4.1.2 PR for ACS

The PR lines for ACS in Fig. 3 are worse than ACB in Fig. 2 accept for the
Chebyshev and Cosine-based Function. It maintains the maximum precision until
0.87 and at recall 0.93 its precision is still higher than 0.9. The Cosine-based
Function shows better performance as compared to ACB graph where its line only
drops after 0.53 recall. The rest lines drop before 0.5 recall with the worst goes to
Canberra where the precision drastically falls to 0.53. The line belongs to Euclidean
distance shows fluctuated and lasts at 0.8 recall while Partial Histogram
Intersection, Squared Chord, Cityblock and Cosine-based Function last at 0.73

Fig. 2 Precision-recall graph for ACB
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recall. As a conclusion, Canberra is not suitable for retrieving ACS. On the other
hand, the most appropriate GDM for this case is Chebyshev.

4.1.3 PR for CF

Figure 4 presents the PR graph for CF. As shown in the graph, the best result is
obtained by the Euclidean distance and Squared Chord. They maintain 1.0 precision
until 0.8 recall, and the lowest precision they obtain are 0.93. The Cityblock also
maintains 1.0 precision until 0.8 recall, but then the precision drastically drops to
0.83. The Canberra cuts earlier than the above measures and lasts at 0.93 recall. The
Partial Histogram Intersection and Cosine-based Function have the final precision
similar to the Cityblock but both of them drop earlier. The worst amongst all is the
Chebyshev where its lowest precision is 0.57 at recall 0.6. This means the
Chebyshev is not suitable for retrieving CF. One can choose either the Euclidean
distance or the Squared Chord in this case.

4.2 Mean Average Precision

Even though PR graph is very informative, it is often a desire to boil the infor-
mation from a PR graph down to a few numbers, or even a single number for better

Fig. 3 Precision-recall graph for ACS
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discrimination and stability. The most standard way is to calculate the Mean
Average Precision (MAP). MAP provides a single-figure measure of quality across
recall levels. For a single information need, the first step is to compute an Average
Precision (AP) that is the average of the precision value obtained for the set of
N returned images.

AP ¼
PN

n¼1 Precision
N

ð10Þ

Then, MAP for M different queries under the same category can be computed as
follows:

MAP ¼
PM

m¼1 AP
M

ð11Þ

In this experiment, we calculate AP and MAP for each dissimilarity measure, by
performing a single-image query on 12 images; four images from ACB; four
images from ACS and four images from CF. The average precision for ACB, ACS,
and CF for all GDM are shown in Table 1.

Oncewe have obtainedAP for all the queries for each category, theMAPvalues are
just obtained by averaging the results from Table 2. For ACB, the best geometric
measure is the Squared Chord with 0.925 MAP followed by the City Block and the
Canberra with MAP values 0.907 and 0.882, respectively. The Chebyshev performs
better for ACS with the highest MAP 0.856. It follows by the City Block with MAP

Fig. 4 Precision-recall graph for CF
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value 0.782. The third rank goes to the Squared Chord with 0.743 MAP. For CF, the
highest MAP is obtained by the Squared Chord with 0.905 MAP. The Canberra and
the City Block are in the second, and the third rank with the MAP values 0.888 and
0.857, respectively.

With the MAP values, one can determine the overall performance for each of the
geometric measures by calculating the MAP mean values. In overall, the top three
best GDM for retrieving images from a coral database are the Squared Chord, City
Block, and Canberra.

5 Conclusion

In conclusion, a different group of coral entails a different kind of dissimilarity
measure but the Squared Chord, the City Block and the Canberra give the best
overall performance. Even though the Chebyshev is the worst geometric measure
but it has shown the best result in retrieving ACS. Having a good judgment is hard
with this study. Therefore, future study will be devoted to both features and
similarity/dissimilarity measures so that the best combination techniques will be
selected for an effectiveness of coral reefs images retrieval system.
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Block Compressive Sensing (BCS)
Based Multi-phase Reconstruction
(MPR) Framework for Video

Mansoor Ebrahim and Wai Chong Chia

Abstract In this paper, a Multi-phase Reconstruction (MPR) framework that uses
certain key frames to produce some Side Information (SI) to improve the recon-
struction quality of the non-key frames is proposed. After a sequence of frames has
been encoded using Block Compressive Sensing (BCS) and transmitted to the host
workstation, some SI is produced by first aligning the key frames to the non-key
frames. The aligned frames are then fused together using Wavelet to exploit the
spatial and temporal correlations between them, and to generate a set of predicted
non-key frames. Next, the difference between the initially reconstructed and the
predicted non-key frames at the measurement level is calculated. The difference is
then decoded to recover a set of residual frames. The reconstruction of the final
non-key frames is completed by adding the residual frames to the predicted non-key
frames. The experimental results show that the proposed framework is able to
outperform other frameworks by 1.5–3.0 dB at lower sub-rates.

1 Introduction

Sensor nodes in a Visual Sensor Network (VSN) could now couple with low cost
cameras to create various new applications in the field of tracking, surveillance, and
disaster monitoring. However, the use of cameras also brings with it a set of new
challenges, because capturing and encoding videos increases the amount of data
that needs to be processed and transmitted significantly. Indirectly, this also
increases the computational burden and memory requirement of the sensor nodes.
Because the sensor nodes are mostly powered by batteries, energy consumption is
also one of the critical issues that needs to be taken into consideration. In order to
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overcome the aforementioned issues, compressing the videos before transmission
takes place is a suitable solution. In standard video compression framework, Motion
Estimation and Compensation (ME/MC) has been widely adopted to achieve this.
However, the use of ME/MC requires significant amount of memory for processing
that also leads to increase in energy consumption [1].

Recently, Compressive Sensing (CS) [2] has emerged to be one of the better
solutions for low-power application such as the VSN. The basic idea of CS is to
sample and represent a signal with a few non-zero coefficients [2]. One of the leading
edge of this is the single-pixel camera [3] that directly reduces the sampling and
number of data that will be streaming out. This reduces the amount of data that has to
be processed and transmitted by the sensor node, but increases the complexity of
reconstructing the original signal. In other words, CS helps to create a simple-encoder
complex-decoder paradigm that shifted the computational burden to the decoder.

In this paper, a Multi-Phase Reconstruction (MPR) framework is proposed.
Assuming that after a sequence of frames has been encoded using Block
Compressive Sensing (BCS) and transmitted to a host workstation, the MPR
framework is applied to reconstruct the frames. It uses certain key frames to pro-
duce some side information that can be used to improve the reconstruction quality
of the non-key frames. The aim is to predict the non-key frames from the key
frames by exploiting the correlations in them. First, image registration is applied to
align the key frames to the non-key frames. The aligned frames are then fused
together using Wavelet. Such approach is able to generate an approximation of the
non-key frames in shorter time, when compared to MC/ME. The paper is organized
as follows. The background of CS and related works are described in Sect. 2. This
is followed by a detailed explanation of the proposed MPR framework in Sect. 3.
All the simulation results are presented and discussed in Sect. 4. Finally, the paper
is concluded in Sect. 5.

2 Background

2.1 Compressive Sensing

CS allows high prospect of signal recreation by using minimum number of
unsystematic estimations, provided that the signal/image is sparse. Consider that we
want to recover a real-valued signal x with length N from M measurements
(M � N), the signal must has some sparse representations in the transformation
domain W with random measurement matrix U. Then, the set of measurements y is
given as:

y ¼ U x ð1Þ

It is also assumed that U is orthonormal i.e. U UT = I. Where, I is the identity
matrix. Nevertheless, to recover x from such small measurements is not directly
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possible, i.e. inverse projection of x̂ = U�1y is ill-posed [4]. But since x has some
sparse representations in W, x can be reconstructed from the sparse representations
x̂ = W x by solving the ‘0 optimization problem that can be expressed as:

x̂ ¼ argminx̂ x̂kl2; s.t. y ¼ UW�1x̂
�� ð2Þ

However, solving the ‘0 constrained optimization problem is difficult. The
Iterative Hard Thresholding (ITH) algorithm [5] was proposed to resolve the
aforementioned problem by substituting it with an unconstrained optimization
problem using Lagrangian multiplier ‘1 and ‘2:

x̂ ¼ argmin
x̂
Wxk kl1 þ k y� Uxxk kl2 ð3Þ

In order to speed-up the process of solving Eq. (3) for images, the Block
Compressive Sensing (BCS) [6] is proposed to handle this using a block-based
basis. In order words, an image is first divided into small B � B independent
blocks, and each block is then individually sampled based on the same measure-
ment matrix U with a constrained (block-diagonal) structure. In addition to this, [6]
also proposed to solve Eq. (3) using a Projective-based Landweber (PL) algorithm.
The BCS was later enhanced by [7], that cast the reconstruction based on con-
tourlets and wavelet transforms. Moreover, a smoothing filter is incorporated into
the PL iteration to find a better CS reconstruction that achieves both sparsity and
smoothness. This scheme is known as BCS-SPL in the remaining part of the paper.
Beside the PL algorithm, [8] attempted to solve Eq. (3) by using the Total Variation
(TV) minimization by Augmented Lagrangian and Alternating Direction algorithm
(TV-AL3) [8]. The TV-AL3 is a modified version of [9]. It resolves the compu-
tational complexity issue by using splitting and alternating approaches. The scheme
that makes use of the block-based processing similar to BCS, but resolves Eq. (3)
using the TV-AL3 algorithm is referred to as BCS-TV-AL3 throughout the paper.

2.2 Related Work

In [10], a CS-based video reconstruction approach that recovers each frame within a
video sequence independently using 2D Discrete Wavelet Transform (2D-DWT) is
proposed. However, the temporal correlations between consecutive frames were not
taken into consideration. An alternative approach is to exploits the temporal cor-
relations by makes use of 3D-DWT and reconstructs a group of frames all at once
[10]. But the increase in dimensionality also lead to the increase in memory
requirement and computational burden. [11], applied coded aperture mask designs
to each frame and attempted to solve multiple frame altogether to exploit the
correlations between consecutive frames.

In addition to above, some of the CS-based video reconstruction approaches also
make use of Motion Estimation and Compensation (ME/MC), which is widely used
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in traditional video compression scheme. In [12], a multi-scale video reconstruction
approach is presented. It uses an iteration mechanism between Motion Estimation
(ME) and sparsity based reconstruction of the frames themselves. The framework is
based on the LIMAT method (use Motion Compensation (MC) to improve sparsity
in the 3D-DWT) for standard video compression.

In [13] a residual based reconstruction approach, which is known as
Modified-CS-Residual, is presented. It deals with the reconstruction problem of
sparse signals by using some side information. The side information is generated by
using Least Mean Squares or Kalman filtered based prediction methods.

Another reconstruction algorithm based on the above mentioned principle is
presented in [14]. The scheme is known as k-t FOCUSS. The framework employs
on ME/MC based predictions and residual encoding to optimal the samples allo-
cation between the prediction and residual encoding steps. k-t FOCUSS assumes
that there exists multiple key frames, and then CS reconstruction is performed by
taking residuals between each non-key frame and a bidirectional (ME/MC) pre-
diction for each of the key frames.

In [15], a ME/MC based framework is presented. The framework incorporated
MC/ME into the reconstruction process of BCS-SPL for video and referred as
MC-BCS-SPL. Initially block-based random CS measurements are applied frame
by frame for the video sequence. Then, the decoder incorporates the reconstruction
from a ME/MC-based residual; the proposed MC-BCS-SPL framework alterna-
tively reconstructs frames of the video sequence and their corresponding motion
fields, using one to improve the quality of the other in an iterative fashion.

3 Proposed Multi-phase Reconstruction
(MPR) Framework

The inter-frame correlations and redundancies are usually exploited and removed
using conventional ME/MC in traditional video compression scheme. But in this
case, we aim to achieve this by using the proposed Multi-Phase Reconstruction
(MPR) framework. In contrast to the traditional video compression scheme, the
proposed MPR framework shifts all the complex processing to the host workstation
(decoder).

The overall architecture of the proposed framework is shown in Fig. 1, where a
sensor node S is recording a video. Specifically, we consider a set of J consecutive
frames from a video sequence that we termed as a Group of Pictures (GoP).
Moreover, we also assume that the current GoP is tailed by another GoP. The GoP
consists of a key frame FK (the first), and (J−1) non-key frames FNK. The FK and
FNK are encoded at sub-rate of MK and MNK respectively, with MK > MNK. Each
video frame Fx, is first divided into a small block of size B � B, where x represents
the frame number within the GoP i.e. 0 � x � J−1, and F0 is equivalent to FK.
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Each block within a frame will then be sampled with respect to the sampling matrix
Ux to produce a set of measurements (Yx) as defined in Eq. (4)

Yx ¼ UxFx�� ð4Þ

The frames are encoded and transmitted independently. The measurements (Yx)
of each frame received by the host workstation are first decoded independently in a
frame by frame manner by solving Eq. (3) using BCS-TV-AL3 till a complete GoP
is obtained. Once the GoP is obtained, the proposed MPR framework is then
applied to the GoP to exploit the temporal correlations between the frames.

As illustrated in Fig. 1, the first frame (key frame) of the current and next GoP
serve as the reference frames for the MPR framework to generate side information
for improving the quality of (J−1) non-key frames FNK of the current
GoP. Generally, the proposed MPR framework can be divided into three major
phases as shown in Fig. 2. The detail explanation of each phase is provided in the
following subsections.

Fig. 1 System architecture for video reconstruction using the proposed MPR framework

Fig. 2 Proposed multi-phase reconstruction (MPR) framework
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3.1 Phase 1—Image Prediction

As shown in Fig. 2, this phase consists of two key steps: (i) registration [16] and
(ii) fusion [17] in order to generate a prediction of (J−1) non-key frames (FʹNK)
within the GoP. First, intensity based image registration (requires less amount of
pre-processing and able to achieve better alignment) is performed on the two
independently reconstructed key frames FʹK within the GoP to project them onto
the same plane of FʹNK i.e. aligning FʹK to FʹNK and exploiting the temporal
correlation between them.

The registration process begins with the pre-processing of FʹK and FʹNK by
using phase correlation to find the gross alignment between the two frames to
estimate an initial transformation matrix (I-tform). Next, affine transformation is
used to align FʹK w.r.t. FʹNK to give transformed FʹK that is called FʺKT. Then,
the Image Similarity Metric (ISM) using mutual information is performed to
evaluate the accuracy of the registration. The ISM returns a metric value by
comparing the FʺKT to the FʹNK. Finally, the optimizer (gradient descent) states
the method to exploit the ISM in order to produce a final registered image FʺK.
Details of intensity based image registration can be found in [16].

Second, both the registered FʺK are decomposed into their respective approxi-
mation (A) and detail (D) coefficients maps with 5 levels of decomposition using
symlet 4-tap filter. The A and D coefficients in the two decomposition maps are
then be fused together using point-to-point operations.

For each A coefficient from the same coordinate of the two decomposition maps,
the magnitudes are compared and the coefficient with higher value is picked as the
output in the fused map. Whereas for theD coefficients, the average magnitude of the
two D coefficients from the same coordinate of the two decomposition maps is
computed. The average value then serves as the output in the fused map. After fusing
all theA andD coefficients from the two decomposition maps, inverse transformation
is applied on the fused map to reconstruct the predicted frames FP. The registration
and fusion approach estimates the object motions and creates predicted frames FP.

3.2 Phase 2—Residual Reconstruction

After the predicted frames FP are generated, the projection of FP onto the mea-
surement basis YP = UxIP is performed. Then, the difference between the given
measurements Yx and YP is determined as expressed in Eq. (5) and the output is
known as the residual measurement Yr.

Yr = Yx - YP ð5Þ

To obtain the residual frames Fr, the residual measurements are then decoded by
solving Eq. (3) using BCS-TV-AL3 reconstruction.
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3.3 Phase 3—Final Frame Reconstruction

In order to produce the final reconstructed frames FʺNK with in the GoP, the Fr and
FP are added together. It is a normal point-to-point addition that is expressed in
Eq. (6). By doing so a uniformity in terms of image measurements (Y) is achieved
i.e. the measurements computed for FʺNK is to some extent equal to the mea-
surements YNK.

F00NK = Fr + FP ð6Þ

After the key frames FʹK (F0 and FJ from Y0 and YJ) are reconstructed using
BCS-TV-AL3, they are used as the reference frames for the reconstruction of the
non-key frames FʹNK between them. The MPR framework produces the non-key
frame Fʺ1 from Y1, F0 and FJ in the same way as Fʺ2 is produced from Y2, F0 and
FJ. The process continues for all the remaining non-key frames. We expect the
reconstruction quality to drop when reconstructing non-key frames that are far from
the key frames. Hence, the reconstruction quality may deteriorates more as the GoP
size (J) increases.

4 Experimental Results

The proposed MPR framework coupled with BCS-TV-AL3 is referred to as
MPR-TV. It is applied to a set of standard test video sequences (i.e. grayscale CIF
[18] frames of size 352 � 288). However, only the results obtained from the
Mother-Daughter (300 frames), and Mobile (300 frames) are presented in the
main text, because we were able to observe the same trends in other datasets that we
have tested. The evaluation is carried out by recording the Peak Signal to Noise
Ratio (PSNR) at different sub-rates. Due to the random U, the image quality may
vary. Hence, all PSNR values represent an average of 5 independent trials.

The GoP size (J) is fixed at 8 frames and the block size of 16 � 16 rather than
32 � 32 and 64 � 64 is adopted, because smaller block size leads to less memory
usage [14]. All the non-key frames within a GoP are encoded at lower sub-rates
(0.05, 0.1, 0.15, 0.2, 0.25, 0.3) with the key frames encoded at a fixed sub-rate of 0.5.

4.1 Proposed MPR Framework with BCS-TV-AL3

In this subsection the performance of the proposed MPR-TV framework is compared
to the independent BCS-TV-AL3. In Table 1 the PSNR results are averaged over only
the non-key frames attained for each video sequence. It can be seen that the proposed
framework shows an average gain of 2 dB - 5 dB over independent BCS-TV-AL3,
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and the gain is more prominent in low-motion video Mother-Daughter. The PSNR of
the first 100 non-key frames encoded at sub-rates of 0.1 is also shown in Fig. 3.

It is also noticed that the performance gain decreases when the sub-rate
increases. As mentioned earlier, FK are the reference frames that are transmitted at a
higher sub-rate than that of FNK. Hence, FK produces a larger set of measurements,
which superimposes the correlated smaller set of measurements encompasses by
FNK. Thus, reducing the prediction errors of FNK that occurs due to smaller set
measurements and produce an improved version of FNK.

4.2 Visual Result Comparison

Since MPR performs better at lower sub-rate, it is important to ensure that the
sub-rate used is sufficient to produce visually recognizable frame. Shown in Fig. 4

Table 1 PSNR (dB) achieved by using the conventional BCS-TV-AL3 and the proposed
framework to encode various video sequences

Mother-Daughter

Sub-rate 0.05 0.1 0.15 0.2 0.25 0.3
BCS-TV-AL3 [19] 27.44 29.80 31.51 33.81 35.12 36.54

MPR-TV 32.00 34.26 35.81 37.65 38.63 39.61

Gain 4.56 4.46 4.3 3.84 3.51 3.07
Mobile

Sub-rate 0.05 0.1 0.15 0.2 0.25 0.3
BCS-TV-AL3 [19] 17.23 18.40 19.48 20.59 21.54 22.40

MPR-TV 20.59 21.68 22.55 23.44 24.20 24.96

Gain 3.36 3.28 3.07 2.85 2.66 2.56

Fig. 3 PSNR (dB) of proposed MPR-TV and BCS-TV-AL3 @ 0.1 for first 100 non-key frames
of different video sequence
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are centre frame (x = 4) of the first GoP reconstructed by using MPR-TV and
BCS-TV-AL3 at sub-rate of 0.1. It should be reminded that the reference frames FK

used in the reconstruction of FNK are reconstructed at a sub-rate of 0.5.
By comparing the visual results presented in Fig. 4, it can be noticed that the

frame reconstructed by using the proposed MPR framework looks much sharper. It
also performs better for low-motion video (Mother-Daughter) due to more accurate
frame prediction and residual reconstruction. For video contains fast moving
objects (Mobile), the MPR is exposed to some noise as highlighted by the red
dotted circle.

4.3 Comparison of Proposed MPR Framework with Other
Reconstruction Schemes

The proposed MPR framework is compared with k-t FOCUSS [14], and
MC-BCS-SPL [15] as their implementations were readily available at the time of
writing. All the simulation results that we obtained for the first 100 frames are
summarized in Table 2, presented in terms of gain i.e. proposed final reconstruction
over independent reconstruction.

The results for k-t FOCUSS and MC-BCS-SPL were obtained after modifying
their available code [20, 21] respectively, with regard to the experimental setup
described in Sect. 4. From the simulation results, it can be seen that the proposed

Mother & Daughter Mobile

BCS-TV-AL3

MPR-TV

Fig. 4 Visual results of the reconstruction for center frame of 1st GoP at sub-rates = 0.1 for
different video sequence using independent BCS-TV-AL3 and proposed MPR-TV framework
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MPR framework provides substantial gain at lower sub-rates when compared with
k-t FOCUSS and MC-BCS-SPL.

4.4 Execution Time

All the schemes are implemented using Matlab (R2014a) running on a computer
with an Intel(R) Xeon(R) E5-1620 3.6 GHz CPU and 8 GB RAM. We measured
the average execution time required to reconstruct a single frame at various
sub-rates. The results show that the average execution time of the proposed
MPR-TV framework, kt-Focuss [14], and MC-BCS-SPL [15], ranges from 6.39–
12.06 s, 24.78–30.01 s, and 63.54–69.51 s respectively. At lower sub-rate, all the
three schemes take longer time to find a better reconstruction due to small number
of received measurements. Overall, the proposed MPR-TV framework is approxi-
mately 2–3 times shorter than others. This is due to the less complex BCS-TV-AL3
and the simplified process of predicting the non-key frames using the proposed
MPR framework. However, it is important to note that all the implementations
above have not been optimized for execution time.

5 Conclusion and Future Work

In this paper, a new framework for video reconstruction encoded independently
with BCS is developed. The framework is capable of exploiting the correlations
present within the video frames. The simulation results prove that the proposed
framework outperform the conventional BCS-TV-AL3 framework by a margin of 3
to *5 dB at different sub-rates for different set of video sequences.

The Proposed scheme will be extended in future for multi-view video scenario in
order to exploit not only the temporal, but also the inter-view correlations to
improve reconstruction quality of video in multi-view environment.

Table 2 Performance gain
(dB) comparison of the
proposed MPR framework
with k-t FOCUSS [14] and
MC-BCS-SPL [15] for
various video sequences

Mother and Daughter

Sub-rate 0.05 0.1 0.15 0.2 0.25 0.3
MPR-TV 5.96 5.83 5.69 5.57 5.41 5.27
kt-Focuss [20] 1.08 1.87 2.65 3.34 3.99 4.75

MC-BCS-SPL [21] 2.17 3.04 3.77 4.30 4.85 5.14

Mobile
Sub-rate 0.05 0.1 0.15 0.2 0.25 0.3
MPR-TV 3.73 3.59 3.47 3.32 3.19 3.06

kt-Focuss [20] 0.66 1.02 1.89 2.52 3.12 3.86

MC-BCS-SPL [21] 0.96 1.82 2.15 2.95 3.81 4.55
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PAT and Px Code Sidelobe Reduction
Using Wavelet Neural Network

Fayad Mohammed Ghawbar, Mustafa Sami,
Nor Shahida Mohd Shah and Yasin Yousif

Abstract Pulse compression is a significant aspect for improving the radar
detection and range resolution. To improve the range detection, the pulse width is
increased to overcome the transmitter maximum peak power limitations. However,
pulse compression is accompanied with time sidelobes that can mask the small
targets. The Wavelet Neural Network (WNN) is a new technique used for pulse
compression sidelobe reduction. In this paper, Morlet function is applied as an
activation function for WNN and the backpropagation (BP) is implemented for
training the networks. The WNN is applied based on PAT and Px polyphase codes.
The performance of WNN is evaluated in terms of Signal to Noise Ratio (SNR) and
the computational complexity. The simulation results indicate that the WNN has
higher Peak Sidelobe Level (PSL) than the Auto Correlation Function (ACF) with
more than 100 dB and higher PSL than the Neural Network (NN) with more than
100 dB.

1 Introduction

In radar systems, Pulse compression is a very important research topic in which it
allows to utilize a long pulse for achieving a high energy and to get a short-range
resolution at the same time. As a result, maximum range detection and high range
resolution can be obtained simultaneously. This compression can be employed
using either phase or frequency modulation to get a widened bandwidth signal
rather than using an amplitude modulation, which is rarely used [1]. To obtain a
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short pulse, the received signal is passed through a match filter to compress the long
pulse to a period 1/B where B is the modulated bandwidth [2]. However, pulse
compression has some limitations during the compression process in which it
generates large sidelobes. These generated sidelobes are objectionable since small
target can be masked by a large target and that may create false targets [2, 3].

Polyphase codes are derived consistently detecting a frequency modulation pulse
suppression waveform signal. Detection is applied either by a local oscillator and is
called single sideband detection at the band edge of the waveform or by Inphase I
and Qdate at the Nyquist rate. These codes are harmonically based on an incre-
mental phase [4]. Polyphase codes have some advantages over analog pulse
compression waveforms. The ability to obtain low sidelobe without weighting is the
main advantage of polyphase codes. In addition, they are significantly doppler shift
tolerant and they can be applied easily without having reflections. More advantages
can be found in this research [5]. Frank codes are considered a classical family of
polyphase codes that are closely related to the stepped frequency of a linear chirp
and barker codes [1, 6]. It was previously introduced by Robert L. Frank (1963) [7].
After the frank code has been proposed other researchers have updated and
developed this code into P-codes [8, 9]. Generally, frank codes can be described by
declaring that the longer frank codes somehow correspond the chirp code and the
shorter frank codes somehow correspond the barker codes [1].

Wavelet Networks are a new model of networks that are a combination of the
sigmoid neural network and wavelet analysis [10]. Wavelet Neural Networks
(WNN) were previously proposed by Zhang and Benveniste in 1992 as an alter-
native to both feedforward neural networks and wavelet decomposition using
backpropogation (BP) algorithm for training the networks [11]. This new type of
hybrid network would help to decrease the weaknesses associated with neural
networks and wavelet analysis while still preserve the good characteristics of each
method.

There are many types of research and applications have implemented Wavelet
networks in different fields achieving great results such as, Engineering, digital
signal processing, time-series prediction, control, signal classification, static,
dynamic, nonlinear modeling, etc. [10]. Jin Zhao et al. presented a new WNN to
ratify the application of this network in multi-variable functional approximation
using a multi-input and multi- output feedforward wavelet neural network. In
addition, wavelet basis is used as an activation function in the hidden layer instead
of the sigmoid function and that is the only difference with the standard neural
network. As a result, the difference in activation function results in a better per-
formance with WNN compared to the standard NN [12]. After all, from reviewing
and studying many types of research on pulse compression, there are still many
weaknesses in sidelobe reduction techniques for pulse compression. Therefore, the
WNN is a newly adopted method in polyphase pulse compression used for sidelobe
reduction. In this paper, a new approach of sidelobe pulse reduction implementing
the Px and PAT code, is proposed and the wavelet Neural Network is applied. The
simulation of this approach is performed to obtain low sidelobes for Px and PAT
codes under different code elements.
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This paper is organized as follows. Section 2 discusses on the Px and PAT
codes. In Sect. 3 the WNN and its learning algorithm is presented. Section 4
summarizes the simulation and results for the NN and WNN including their per-
formance evaluation under different factors. Finally, the conclusion of this paper is
provided in Sect. 5.

2 Px and PAT Code

Px and PAT codes are classes of polyphase codes of perfect square length derived
for improving previous polyphase codes performance. Px code is a modified class
of frank code having a dc frequency in the middle of the pulse rather than the
beginning in frank code [13]. It is considered the best choice with a significant
performance compared to previously mentioned pulse compression polyphase
codes (i.e., frank, P1, P2, P3, P4 codes) [14]. The Px code was presented by Rapajic
and Kennedy in 1998 [15] to have similar peak sidelobes of Frank code but with a
utilized lower integrated sidelobe level (ISL) [13]. The mathematical expression of
Px code is represented by the following equation.

;l;m ¼
2p
L

Lþ 1
2 � l

� �
Lþ 1
2 � m

� �
L even

2p
L

Lþ 1
2 � l

� �
L
2 � m
� �

L odd

(
1� l;m� L ð1Þ

where: L is the code length and l,m are the matrix indexes.
Figure 1 shows the ACF amplitude of the 25 and 100 element Px code that has a

peak sidelobe of 18.19 and 29.8 dB respectively.
The PAT code is a new model of polyphase sequences of square length N ¼ L2.

PAT code was presented by Daniele Petrolati et al. in 2012 [16]. The generation of
PAT codes derives based on a significant method called Spectral Domain Synthesis
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Fig. 1 ACF output of the Px code a 25 element b 100 element
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(SDS) which results in a simple code generation formula. In addition, PAT codes
reduced the limitations related to Px code and previously mentioned polyphase
codes and it has a better merit factor compared to odd lengths of Frank code and a
similar merit factor compared to even lengths of Px code [16]. The mathematical
formula representation of PAT code is shown as below:

;l;m ¼ ;l�1;m � 2p
L

Lþ 1
2

� 1
� �

mþ 0:5
� �

1� l;m� L ð2Þ

With the initial condition

;0;L ¼ 0 ð3Þ

Figure 2 shows the ACF amplitude of the 25 and 100 element PAT code that has
peak sidelobes of 23.78 and 29.8 dB respectively. By comparing the results from
Figs. 1 and 2 of Px and PAT code, it is shown that for odd lengths, the PSL of PAT
code is larger than the Px code. However, for even lengths, the PAT code preserves
the same PSL of Px code.

The results in Figs. 1 and 2 show the performance comparison of the ACF of Px
and PAT codes, which confirm that the 25 element PAT code almost avoids the
deep nulls and peaks resulting in a sharper PAT code ACF.

3 Wavelet Neural Network (WNN)

Wavelet analysis (WA) is a mathematical tool and analysis method used in a variety
of research and applications. It is currently implemented in time series analysis,
intensity, and time position. [10]. The WNN structure is described simply as shown
in Fig. 3
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Fig. 2 ACF output of the PAT code a 25 element b 100 element
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The structure of the WNN can be presented as follows:

Step 1: Initialize the parameters of WNN

The matrix between input layer and hidden layer: wð1Þ ¼ wð1Þ
jk

� 	
p�m

The matrix between hidden layer and output layer: wð2Þ ¼ wð2Þ
ij

� 	
n�p

Dilation vector of the hidden layer neuron: aj ¼ a1; a1; . . .ap

 �

Translation vector of the hidden layer neuron: bj ¼ b1; b1; . . .bp

 �

where m, p and n are the WNN nodes in the input layer, hidden layer and
output layer respectively. The initialization of these parameters can be
applied randomly.

Step 2: Compute the forward pass to generate the network’s output by using the
following formula:

waj;bj

Xm
k¼1

wð1Þ
jk xk

 !
¼ waj;bjðnet

ð1Þ
j Þ ¼ 1ffiffiffiffi

aj
p w

netð1Þj � bj
aj

 !
ð4Þ

w is a special wavelet function named a mother wavelet and netð1Þj is the
output of the hidden layer. The output of the ith node of output layer is:

yi ¼ f
Xp

j¼1
wð2Þ
ij waj;bjðnet

ð1Þ
j Þ

� 	
¼ f ðnetð2Þj Þ ð5Þ

where X is the input vector of WNN and can be defined as
X ¼ x1; x2; . . .; xmð Þ. Once X is obtained, the output of the jth node in
the hidden layer can be computed.

Step 3: calculate the total error of each output by taking the difference of the
output vector and the target vector:

Fig. 3 The structure of
wavelet neural network
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E ¼ 1
2

XQ
q¼1

Xn
i¼1

dqi � yqi

 �2 ð6Þ

where E is the total error, Q is the number of training samples for each
sample q, dq is the target vector and it is defined as
Dq ¼ ðdq1; dq2; . . .; dqnÞ, and yqi is the output vector and it is represented
by Yq ¼ ðyq1; yq2; . . .; yqnÞ. Achieving the minimum total error E of each
output is the main purpose of the WNN.

Step 4: compute the partial derivatives of each parameter @E
@wð1Þ

jk

, @E
@wð2Þ

ij

, @E
@aj

and @E
@bj

@E

@wð2Þ
ij

¼ �
XQ
q¼1

dqi � yqi

 �

:yqi: 1� yqi

 �

:waj;bjðnet
ð1Þ
qj Þ ð7Þ

@E

@wð1Þ
jk

¼ �a�1
j

XQ
q¼1

w0
aj;bj net 1ð Þ

j

� 	
:xqk:

Xn
i¼1

dqi � yqi

 �

:yqi: 1� yqi

 �

wð2Þ
ij

" #
ð8Þ

@E
@aj

¼ �a�1
j

XQ
q¼1

a�1
j

2
waj;bj netð1Þqj

� 	
þ netð1Þqj � bj

a2j
w0
aj;bj netð1Þqj

� 	" #
:
Xn
i¼1

dqi

(

�yqi
�
:yqi: 1� yqi


 �
wð2Þ
ij

o ð9Þ

@E
@bj

¼ �a�1
j

XQ
q¼1

w0
aj;bj netð1Þj

� 	
:
Xn
i¼1

dqi � yqi

 �

:yqi: 1� yqi

 �

wð2Þ
ij

" #
ð10Þ

Step 5: update the Parameters of WNN by setting the learning rate and momentum
as η = 0.2 and a = 0.99 as shown in the Eqs. (11–14).

wð2Þ
ij ðtþ 1Þ ¼ wð2Þ

ij ðtÞ � g
@E

@wð2Þ
ij

þ a wð2Þ
ij ðtÞ � wð2Þ

ij ðt � 1Þ
h i

ð11Þ

wð1Þ
jk ðtþ 1Þ ¼ wð1Þ

jk ðtÞ � g
@E

@wð1Þ
jk

þ a wð1Þ
jk ðtÞ � wð1Þ

jk ðt � 1Þ
h i

ð12Þ

ajðtþ 1Þ ¼ ajðtÞ � g
@E
@aj

þ a ajðtÞ � ajðt � 1Þ� � ð13Þ

bjðtþ 1Þ ¼ bjðtÞ � g
@E
@bj

þ a bjðtÞ � bjðt � 1Þ� � ð14Þ
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4 Simulation and Results

This section illustrates the performance of the Wavelet Neural Network for radar
signal pulse compression. Two different codes of Px and PAT with different lengths
of 25 and 100 elements are implemented. It is known that the Polyphase has
complex numbers consist of the real and imaginary part. There are two methods to
solve such complex numbers have been implemented previously by several studies
such as [17]. The first method is by dealing with the real and imaginary parts
separately using two training networks, one for the real and one for the imaginary.
The second method is by using the free parameters as complex numbers and
implementing a modified algorithm called the complex BPA for the training pur-
pose [18]. However, there are some weaknesses in these methods exist in its
computational complexity and hardware requirements. Furthermore, using two
neural networks is difficult to obtain similar powerful training results for the real
and imaginary parts separately.

In this paper, a new approach is implemented which it allows to use one network
that ensures employing both real and imaginary parts. Therefore, one network is
used for each length, 25 and 100 in which each of these networks contributes to
both Px and PAT codes. After obtaining the autocorrelation of Px and PAT codes,
input data is converted from the rectangular into the polar form which consists of
the amplitude and the phase. Then, the amplitude is trained based on the desired
signal for the WNN. The desired signal is a vector contains zeros for all values
except for the middle-value point. For example, if the code length is 25, the desired
signal d = [zero(1,24),25, zero(1,24)]. Once the training is completed, the newly
trained values are converted back to the complex form. This would result in zero
imaginary for all vector values except for the desired middle point.

This WNN consists of one layer for input (m), hidden (p) and the output layer
(n). The input and the output layer consist of one node while the hidden layer
consists of three neurons based on this following equation [19].

Nh �ð2�NiÞþ 1 ð15Þ

where Nh represents the number of neurons in the hidden layer and Ni represents the
number of neurons in the input layer. The Morlet function is used as an activation
function in the hidden layer while the sigmoid function is represented in the output
layer. The following equation shows the Morlet function.

wðtÞ ¼ cosð1:75tÞexp � t2

2

� �
ð16Þ

Each Network for the 25 and 100 elements are trained for 200 epoch based on
their training learning algorithm. After the training is completed. The WNN can be
directly applied for radar pulse compression. The performance of the WNN can be
evaluated based on various factors as the following
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4.1 Convergence Performance

Figure 4 shows the MSE for the 25 and 100 elements. From this figure, it is
observed that the WNN for the 100 elements has a lower MSE than the 25 ele-
ments. It is also found out that MSE decreases with the code length due to the
increase in neurons numbers of the input layer and that results in more intercon-
nections between the adjacent layers. However, the increasing number of inter-
connections results in more hardware requirements. Table 1 shows the MSE values
for WNN and NN for both code lengths networks. It is clearly shown that WNN has
a lower MSE values compared to the NN for both lengths. Therefore, the WNN has
a higher convergence speed than the NN.

4.2 PSL Performance

PSL is defined as the measure of sidelobe with respect to the mainlobe [20]. Table 2
displays the PSL results for Px and PAT code with free noise case. It is clearly
observed that the PAT code has a lower sidelobe than the Px code in the ACF at the
25 elements. However, at the 100 elements both Px and PAT code exhibits the same
sidelobe with 29.8 dB. That illustrates the PAT code has a similar PSL of Px at
even lengths while it has a better PSL performance at odd lengths. The PAT code
has a higher sidelobe reduction than the Px code for the 25 elements while it obtains
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Fig. 4 MSE for a 100 element b 25 elements

Table 1 Convergence speed Method MSE

25 elements 100 elements

NN 2.24e-9 3.16e-9

WNN 1.33e-11 1.77e-13
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a similar PSL at the 100 elements. Figure 5 displays the WNN PSL results for the
25 elements of PAT and Px codes. Furthermore, Table 2 compares the PSL output
results of NN and WNN and demonstrates that WNN has the highest PSL mag-
nitude over other approaches.

4.3 Noise Performance

Noise is an important metric to test the performance of any network. It might mask
the target signal if it is very high resulting in a very low detection. Therefore, the
ability of noise rejection is verified using the white additive Gaussian noise for the
simulation. Different Signal to Noise Ratio (SNR) conditions are applied ranging
from 0 to 20 dB for the ACF and WNN. Table 3 and 4 display the PSL output for
the Px and PAT codes of the 25 and 100 elements. It is evidently shown that
increasing the SNR results in increasing the PSL magnitudes as well. Results from
Table 3 for the 25 elements shows that PAT code has the highest PSL magnitudes
compared to the Px code since it has the least ACF sidelobe. Furthermore, Table 4
shows the PSL output results of the 100 elements for PAT and Px codes. It is
observed that the PSL outputs for both Px and PAT codes are almost similar.

Table 2 PSL for PAT and Px codes for 25 and 100 elements

Method PSL (dB)

Px code PAT code

25 elements 100 elements 25 elements 100 elements

ACF 18.19 29.8 23.78 29.8

NN 109.32 124.82 112.50 124.90

WNN 176.81 255.13 192.85 255.59
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Fig. 5 The WNN output for the 25 elements a PAT code b Px code
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Figure 6 shows the outputs of the NN and WNN for the PAT code 100 elements at
0 dB. In addition, Tables 3 and 4 compare the performance of the WNN and the
NN. The results show that the WNN has a better sidelobe reduction with noisy
condition as it has a better noise rejection capability.

Table 3 PSL for Px and PAT code with 25 elements at different SNR

Method PSL (dB)

SNR = 0 dB SNR = 5 dB SNR = 10 dB SNR = 15 dB SNR = 20 dB

PX ACF 10.395 11.567 13.830 14.138 16.164

WNN 95.981 113.525 125.447 130.999 151.166

NN 68.180 74.680 87.182 95.001 98.480

PAT ACF 12.396 15.433 17.088 19.623 20.692

WNN 110.120 122.556 134.820 149.329 162.377

NN 70.750 84.990 89.300 96.670 100.340

Table 4 PSL for Px and PAT code with 100 elements at different SNR

Method PSL (dB)

SNR = 0 dB SNR = 5 dB SNR = 10 dB SNR = 15 dB SNR = 20 dB

PX ACF 18.502 19.815 22.330 24.729 27.758

WNN 172.669 179.473 186.755 195.742 200.767

NN 86.320 88.760 95.350 111.850 118.860

PAT ACF 17.950 19.815 22.230 24.280 27.530

WNN 169.149 178.505 186.009 194.770 200.762

NN 87.620 89.480 95.600 112.330 119.090
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Fig. 6 The outputs of the 100 elements PAT code at 0 dB a NN, b WNN
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4.4 Computational Complexity

To evaluate the performance of a network, computational complexity is an
important factor to be considered. Therefore, the CPU time utilization during the
training for each approach in the same processor is shown in Table 5. The CPU
time utilization results show that WNN has an efficient speed compared to the NN.
In addition, it is observed that WNN has a lower number of operations than the NN
approach. Thus, the WNN method is less complexity compared to the NN.

5 Conclusion

In this paper, the WNN is adopted for radar pulse compression. Morelt function is
used as an activation function and BP is used for training the networks. The WNN
is applied based on PAT and Px codes. The simulation results indicate that the
performance of WNN based pulse compression is much better than NN. The results
reveal that the WNN has higher convergence speed than the NN with a lower MSE
of 1.77e-13 for the 100 element. In addition, the WNN presents better PSL values
with noise condition and exhibits less computational complexity than NN.
Furthermore, this paper shows that the PAT code is more efficient than Px poly-
phase code and it has a better sidelobe reduction. The efficiency of PAT code has
improved the performance of both WNN and NN. Though the WNN is applied for
the PAT and Px codes, it is still can be implemented for any other polyphase codes.
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Detecting Neighbor Discovery
Protocol-Based Flooding Attack
Using Machine Learning Techniques

Firas Najjar, Mohammad M. Kadhum and Homam El-Taj

Abstract Neighbor Discovery Protocol (NDP) is stateless and lacks of authenti-
cation which exposes it to flooding attacks. Securing NDP is critical due to the large
deployment of open network. Commonly existing solutions for securing NDP
violate its design principle in terms of overhead and complexity. Other solutions
suffer from high false positive alerts which affects solution trustiness. This paper
aims to investigate the use of machine learning mechanism for detecting NDP
flooding attacks. It was found that the advantage of using machine learning is that
the detection can be done without relying on attack signatures they can learn
broader definitions of attack attributes.

1 Introduction

The huge growth of Internet users led to the exhaustion of the existing Internet
Protocol v4 (IPv4) addresses [1]. To overcome this issue, Internet Assigned
Number Authority (IANA) [2] has started to allocate IP addresses using Internet
Protocol version 6 [3] which provides a massive number of IP addresses. Although
IPv6 was built with security in mind and as a successor of IPv4, it inherits security
weakness from IPv4 protocol. Neighbor Discovery Protocol (NDP) [4] is the main
supported protocol for IPv6 used to enable IPv6 node to discover each other’s
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presence. NDP has no authentication or registration mechanism; therefore, it is
exposed to attacks.

IPv6 networks provide the ability for any connected node (router or host) to
configure its IP address and start communicating with other nodes without any
registration or authentication and that the other node must response to it without any
validation. Therefor the attacker can easily flood the network with any NDP fake
messages and most hosts must blindly accept and process all these messages.
Consequently, the system resources of the hosts will be exhausted, which may
eventually lead to freeze them all, enforcing rebooting to clear the memory of
thousands of fake addresses.

Different approaches proposed to prevent and monitor NDP misuse, spoofing,
and denial of server attacks (DoS). However, most of them violate the design
principle of NDP in term of overhead, complexity, and high rate of false positive
alarms. Thus, proposed solutions on NDP must preserve the original design without
any modification while improving its security.

One of the latest technologies for monitoring and preventing computer cyber
threats is Intrusion Detection and Prevention System (IDPS) which become an
essential component of computer security. The role of IDPS is to detect any sign of
a possible incident that violates the system polices, warn the system administrator,
and try to stop or slow down the detected violation. Moreover, IDPS contains
ruled-based algorithms with learning algorithms which recognize detected complex
patterns to help making intelligent decisions or predictions when it faces new or
previously unseen network behavioral [5].

Machine learning algorithms in IDPS are used to recognize valid, novel,
potentially useful and meaningful detected network behavioral using non-trivial
mechanisms. Therefore, machine learning algorithms become an effective approach
for IDPS for detecting novel and known attacks.

The rest of this paper is organized as follows: Sect. 2 presents background of
NDP and IDPS. Section 3 describes related works. Section 4 identifies the common
techniques of machine learning. The evaluation of machine learning techniques is
described in Sect. 5. Finally, Sect. 6 concludes the research work presented in this
paper.

2 Background

This section provides background of NDP with IDS technologies.

2.1 NDP

NDP provides a stateless mechanism that gives the ability for connected nodes to
configure their IP addresses, configure their gateway, and start communication with
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neighbor nodes without any authentication or registration inside the local site [6].
Consequently, the attacker can claim himself as any node inside the network and
launches various attacks.

Even NDP includes IPsec [7] in its original specification, to secure NDP mes-
sages, there are no instructions introducing the use of IPsec, and how the automatic
exchanging of keys is done. Therefore, manual configuration of security associa-
tions must be done, which makes it impractical for most purposes [8].

IPv6 NDP allows nodes to identify its neighbors on the same LAN, and advertise
its existence to other neighbors. To complete its functions, NDP uses the below
ICMPv6 [9] messages:

• Router Advertisement (RA) messages are originated by routers and sent
periodically, or sent in response to Router Solicitation. Routers use RAs to
advertise their presence and send specific parameters such as MTU, Router
Prefix, lifetime for each prefix, and hop limits.

• Router Solicitation (RS) messages are originated by hosts at the system startup
to request a router to send RA immediately.

• Neighbor Solicitation (NS) messages are originated by hosts, which attempt to
discover the link-layer addresses of other nodes on the same local link, origi-
nated in Duplicate Address Detection DAD Algorithm, or originated to verify
the reachability of a neighbor.

• Neighbor Advertisement (NA) messages are sent to advertise the changes of
the host MAC address and IP address, or solicited response to NS messages.

• Redirect messages are used to redirect traffic from one router to another.

2.2 IDPS

In the past, Intrusions were detected manually. It was done by reading and ana-
lyzing all systems logs trying to detect anomalies or attacks. Such process takes a
lot of time, effort and needs specialized trained employees to make the detection.
Therefore, detection process should be done automatically [10].

Not every detected anomaly can be treated as threats; even though it may exhibit
characteristics that are similar to threats ones [11]. It also has the potential to
translate into significant critical and actionable information [12].

Anomaly based systems attempt to map events to the point where they learn
what is normal and then detect an unusual occurrence that indicates an intrusion.
National Institute of Standards and Technology (NIST) [13] defines (IDSs) as the
process of monitoring the events occurring in a computer system or network and
analyzing them for signs of possible incidents, which are violations or imminent
threats of violation of computer security policies, acceptable use policies, or stan-
dard security practices.

Moreover, NIST defines Intrusion prevention system (IPS) as the process of
performing intrusion detection and attempting to stop detected possible incidents.
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This means that IPS is an active IDS that performs all IDS activity and try to stop
intrusions. In this paper, IDPS acronym is used instead of IDS and IPS acronyms.
IDPS methodologies can be categorized into:

• Misuse-based, (also denoted as signature-based) search for predefined patterns,
or signatures within the captured data. This methodology is very effective in
detecting predefined threats and has a small number of false positive alert.
However, it has no ability to detect new threats or undefined one.

• Anomaly-based, where normal behavior of the target system is defined. It
generates anomaly alert whenever any deviation is detected. Usually
anomaly-based IDSP suffers from high number of false positive alert.

• Strict Anomaly Detection, “not use” is alternative name for it, introduced by
Sasha and Beetle firstly introduce Strict Anomaly Detection in 2000 [14] to
detect any violation of system rules. The best use of strict anomaly detection in
environments where legitimate activities is well defined [15].

3 Related Work

The lack of authentication limitation makes NDP prone to attacks [16–19] despite
the integration of IPsec within IPv6 to secure it. However, IPsec needs manual
configuration which makes it limited to small network with known hosts [20].

Solutions proposed to overcome NDP limitation can be divided according to the
purpose; preventing NDP attacks and monitoring NDP attacks which are IDPS, for
preventing NDP attacks. Common exist preventing solutions have made changes
on the original design of the protocol which increases the complexity of the pro-
tocol. On the other hand, IDPS solutions intend to monitor the NDP without any
modification to the original design of the protocol. These approaches detect any
violation of predefined normal behavior of the protocol, alert system administrators
and try to stop intruders.

SEND [21] and Cryptographically Generated Address CGAs [22] are examples
of preventing NDP attacks. These solutions are the best choice for securing IPv6
networks where IPsec is considered to be an impractical. However, SEND and
CGA have not been widely implemented or deployed due to their high complexity
and issues that reportedly holding back some vendors; these issues including
intellectual property claims and concerning licensing terms [20]. Another example,
Hassan et al. [23] proposed the use of a digital signature to secure IPv6 neighbor
discovery protocol which has less complexly than CGA. However, the proposed
solution cannot detect DAD and Neighbor Unreachability Detection attacks. Shah
et al. [24] proposed highly randomized technique for address generation that
safeguards node’s privacy and asserts address uniqueness on the link.

The main limitation of the solutions proposed to prevent NDP attacks is the
complexity that increases the overhead of the protocol as there extra added func-
tions. In contrast, IDPS solutions did not change or increase the complexity of
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NDP. The main role of these solutions is to alert the system administrator of any
violation of NDP normal behavioral.

There are two types of monitoring solutions: passive and active mechanism
which generates extra packets for additional analysis. NDPmon [25] is an example
of passive mechanism that tracks changes in MAC-IP pairings; any changes trigger
alerts to the system administrator. The main drawback is that training phase must be
free of any compromised node; otherwise, the whole detection process fails.
Another example presented by Najjar et al. [15] where a finite state machine is built
to model the normal behavioral of NDP. Strict Anomaly Detection was used to
detect any violation.

On the other hand, active mechanisms [26, 27] use probe packets for additional
observations. Bansal [28] uses Multicast Listener Discovery (MLD) probing to
reduce the traffic, while Kumar [29] proposed a host-based IDPS which verified any
changes made on its neighbor cache by sending NS probes. Main limitation of the
active technique is that the generated traffic can be used by the attackers to perform
DoS attacks by flooding the nodes with fake MAC-IP address pairs.

4 Dataset

Datasets are an essential part of evaluating and testing the machine learning solu-
tions. In order to utilize a machine learning technique to detect NDP anomalies,
NDP dataset must successfully capture the normal behavioral. Failing in capturing
normal behavior of the protocol affects the accuracy of the machine learning
technique.

The most common benchmark datasets lack of IPv6 data flow, which makes
them useless to detect NDP flooding attack. Dataset presented in [30] is selected in
testing and evaluations as it successfully captures the normal behavioral of NDP,
and capture RA and NS flooding attacks which make it good selection choice.
Table 1 summarizes the summation of captured packets inside the dataset.

Table 1 Captured packets summarisation and duration in NDP Dataset

Class Duration Packet RS RA NS NA RD IP MAC

Normal 24 h 2991 13 460 1159 1070 289 13 7

Flood_RA 25 s 79771 0 45678 34093 0 0 45691 45685

Flood_NS 23 s 101759 0 0 89279 12373 107 89292 89286
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4.1 NDP Features Definition

Strict anomaly detection methodology is used to observe any violation in normal
NDP messages flows. As the characteristics of anomalies flows differ from normal
flows, the events variables that are used to distinguish between normal packets
flow and abnormal ones are defined as NDP features set. Table 2 illustrates the
number of NDP messages that characterizes the legitimate flow. These values are
extracted from the protocol constants to define the legitimate NDP messages flows,
any violation of these values indicate a prohibited event that NDP features set must
be characterized. Figure 1 illustrate the process of generating the new features. The
output of this process generates the following eight new features from the dataset:

• Duration is the time in seconds for counting NDP messages, number of MAC
addresses and number of IP addresses used to generate these messages. In this
paper, 3 s was chosen as the duration time for counting the packets. However,
3 s is long time for flooding attacks; therefore, if the number of counted type
packets is over the threshold, then the new duration become 0.1 s as shown in
Fig. 1.

• Number of MAC address is the incremental count of MAC address in the
network. This feature is very useful in detecting spoofing MAC addresses
because some attacks violate the system polices not NDP, such as the number of
MAC addresses connected to specific ports.

• Number of IPs is the incremental count of IP addresses. It is unlike number of
MAC addresses feature because IPv6 permits to obtain more than one IP
address for each MAC address. Hence, the attacker can generate fake NDP
messages using different IP address using a legitimate MAC address. Such
situation can occur when there is a physical security on switch ports.

• Number of RS messages is the counted number of RS messages within duration
time. Table 2 shows the permitted number of RS messages.

• Number of RA messages is the counted number of RA messages within
duration time. Table 2 shows the maximum permitted number RA messages.

Read Packets
IF any_Count > Threshold 

Duration =0.1 Second
Else Duration =3 seconds

NO New MAC

YES

Count_MAC ++

NO New IP

YES

Count_IP ++

NO
IF NA Then NA_Count ++
IF NS Then NS_Count ++
IF RA Then RA_Count ++
IF RS Then RS_Count ++

IF Rdirect Then 
Redirect_Count ++

Timer

Timer < 
Duration

NA_Count = 0
NS_Count = 0
RA_Count = 0
RS_Count = 0

Redirect_Count = 0
Timer =0

YES

Fig. 1 Process of generating new features from Dataset
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• Number of NS messages is the counted number of NS messages within duration
time. Table 2 shows the maximum permitted number NS messages.

• Number of NA messages is the counted number of NA messages within
duration time. Table 2 shows the maximum permitted number NA messages.

• Number of redirect messages is the counted number of redirect messages
within duration.

5 Machine Learning

In this section, most of popular machine learning techniques are highlighted and
discussed. In some attack datasets, a single attribute can do the whole job while
other attributes are redundant and irrelevant [31]. In another attack datasets, attri-
butes must contribute equally and independently to detect the attack. A third sce-
nario, an attack can be simply detected using logical structure, with selecting a few
numbers of attributes using a decision tree method [32]. Therefore, the aim of this
paper is to compare different machine learning techniques to detect NDP flooding
attacks.

ZeroR Method. ZeroR is the simplest classification method which usually used
as a benchmark for other classification methods. For classification, ZeroR depends
on the class type attribute and ignores all other attributes. In classification, ZeroR
constructs frequent table of the classes and select the most frequent class for
classification [32].

One Rule Method. One Rule method (OneR) or 1-level decision tree is a simple
and accurate method which classifies using a single attribute to create a classifi-
cation rule. Frequency table is constructed for each attribute against the class. Then,
the rule with the smallest total error is chosen [33].

Naive Bayesian. Naive Bayesian is another simple technique which uses all
attributes and deals with them equally. Moreover, it assumes all attributes are
statistically autonomous. Although this assumption is not realistic for most
real-world datasets, it works well in practice [34].

Decision Trees. Decision tree uses a tree structure to build a classification
model. The final result of the model is a tree with branches (decision nodes) and
leaf nodes. Iterative Dichotomiser 3 (ID3) was the basis of the decision tree pro-
posed by J. R. Quinlan [35] which uses top-down and greedy search through the

Table 2 Number of NDP Messages based on Protocol Constant

Message Protocol constant Description

RS 3 Transmissions/8 s Maximum number of RS packets for each IP

RA 3 Transmissions/8 s Maximum number of RA packets for each subnet

NS 3 Transmissions/3 s Maximum number of NS packets for each IP

NA 3 Transmissions/Threshold Maximum number of NA packets for each IP
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space of possible branches with no backtracking. Entropy and Information Gain
used in ID3 to construct a decision tree. This paper used C4.5 [35] algorithm in the
evaluation experiments, which it is an extension to ID3.

Nearest Neighbor. The nearest neighbor algorithm (KNN) [36] is a pattern
recognition statistical method which classifies according to the nearest k object in
the dataset. It uses similarity or distance metrics to choose the nearest objects. KNN
is an example of lazy learning techniques where the method does nothing until the
prediction is made. This algorithm is one of the highly accurate machine learning
algorithm that involves no learning cost and builds a new model for each test. The
testing may become costly if the number of instances in the input dataset increases.

Support vector machine. Support vector machine (SVM) is one of the most
robust and accurate methods in all well-known data mining algorithms. It performs
classification for finding the hyperplane which maximizes the margins between
classes [37].

6 Experiments Evaluation

WEKA tool [38] was used in testing and evaluating the different machine learning
techniques on detecting NDP RA and NS flooding attacks. Testing and evaluation
have been performed using a Dell XPS Intel Core i7 processor, and 8 GB RAM,
with Windows 10 pro operating system.

Testing and evaluation process went through different phases. First phase
is applying preprocessing procedures to remove irrelevant and redundant instances.
WEKA-RemoveDuplicate function was utilized in this phase. The total number of
instances was reduced from 1639 instances to 510 instances, 1129 instances were
duplicated. Thus, 1129 repeated behavior was removed (sending RA every 3 s).

Second phase is applying machine learning techniques (described in Sect. 4).
Default setting was chosen for most techniques; except SVM, where Linear Kernel
was chosen.

The experimental results which are illustrated in Table 3 show that most tech-
niques successfully detect flooding attacks which means that the generated features
successfully characterize different behaviors of NDP. Benchmark technique detected
43 % of the attacks. This result is affected by removing redundant instances. As
without removing duplicate instance, the detection rates become 73 %, and it will
increase if the scenarios change, since Normal is the main characteristics of networks.

OneR managed to detect 90 % of instances correctly using one feature selection.
This result indicates that there is a high difference between the captured behaviors,
since the dataset only contain two flooding attacks along with the normal behavior.
Most of 10 % misclassified instances as a consequence of the automatic generation
of new IP addresses which triggered by the faked prefix insides the fakes RA. The
rest techniques classify 100 % instances. The results showed that the generated
features explicitly distinguish between NDP behaviors; hence, successfully classify
all instances using different approaches.
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7 Conclusion

Securing NDP is a major task since the large implementation of Internet in public
environments where no trust between users is established. Attackers can easily
flood the network with a huge number of NDP messages. Accordingly, the connect
device is frozen and disconnected. Most of proposed solutions for securing NDP
increase the protocol overhead and complexity; therefore, they are not widely
implemented or deployed. To avoid increasing the complexity of NDP, IDSP is the

Table 3 Comparison between machine learning techniques in detecting NDP flooding attacks

Classifier Time in
seconds

Percentage of detection accuracy
(%)

Confusion Matrix

ZeroR 0 43.52 a b c <– classified as
0 79 0 | a = Normal
0 222 0 | b =
Flood_RA
0 209 0 | c =
Flood_NS

OneR 0.01 90.00 a b c <– classified as
28 0 51 | a = Normal
0 222 0 | b =
Flood_RA
0 0 209 | c =
Flood_NS

Naive
Bayesian

0.02 100 a b c <– classified as
79 0 0 | a = Normal
0 222 0 | b =
Flood_RA
0 0 209 | c =
Flood_NS

C4.5 0.08 100 a b c <– classified as
79 0 0 | a = Normal
0 222 0 | b =
Flood_RA
0 0 209 | c =
Flood_NS

KNN 0 100 a b c <– classified as
79 0 0 | a = Normal
0 222 0 | b =
Flood_RA
0 0 209 | c =
Flood_NS

SVM 1.08 100 a b c <– classified as
79 0 0 | a = Normal
0 222 0 | b =
Flood_RA
0 0 209 | c =
Flood_NS
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best choice which has the ability to detect, notify, and stop detected protocol
anomalies. In order to detect anomalies, IDPS must utilize effective tools, such as
machine learning techniques. This paper utilizes machine learning techniques to
detect NDP flooding attacks. The experimental results show that most of machine
learning techniques can accurately detect NDP flooding attack. Thus, the com-
plexity of flooding attack recognition is very low. This implies that flooding
behavioral is much different from normal behavioral; that is why the detection rates
are very high for most techniques. In addition, NDP implementation created
according to well-known defined specifications which illustrated in the Request for
Comments (RFC 4861, 4862), normal behavioral of the protocol can be accurately
modelled, and any violation can be treated as anomaly. Therefore, Strict Anomaly
detection methodology is the optimum method for detecting NDP anomalies due to
its simplicity in modelling the protocol normal behavioral. The best technique can
be utilized with strict anomalies detection is C.45, since it generates classifiers
expressed as a decision trees based on certified rules.
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MFCC Global Features Selection
in Improving Speech Emotion Recognition
Rate

Noor Aina Zaidan and Md Sah Salam

Abstract Feature selection is one of the important aspects that contribute most to
the emotion recognition system performance apart from the database and the
classification technique used. Based on the previous finding, Mel Frequency
Cepstral Coefficients (MFCC) are said to be good for emotion recognition purpose.
This paper discusses the use of MFCC features to recognize human emotion on
Berlin database in the German language. Global features are extracted from MFCC
and tested with three classification methods; Naive Bayes, Artificial Neural
Network (ANN) and Support Vector Machine (SVM). We investigate the capa-
bilities of MFCC global features using 13, 26 and 39-dimensional cepstral features
in recognizing emotions from speech. The result from the experiment will be further
discussed in this paper.

Keywords Speech emotion recognition � MFCC � Global features � Coefficient
number

1 Introduction

Human conversation is more effective in the presence of emotion. Current tech-
nology shows that the existence of two-way communication between human and
machine is possible. Human emotions can be understood by the intelligent machine,
but information will not be successfully delivered correctly if the emotion is mis-
interpreted. To develop computer applications that can provide a natural response to
the user, detailed studies have been carried out in recent years.

N.A. Zaidan (&) � M.S. Salam
Faculty of Computing, Universiti Teknologi Malaysia,
81310 Skudai, Johor, Malaysia
e-mail: ainazaidan@gmail.com

M.S. Salam
e-mail: sah@utm.my

© Springer International Publishing Switzerland 2016
P.J. Soh et al. (eds.), Advances in Machine Learning and Signal Processing,
Lecture Notes in Electrical Engineering 387, DOI 10.1007/978-3-319-32213-1_13

141



Automatic Speech Emotion Recognition (SER) requires applications that can
create a natural human-computer interaction where there is such a concept for the
computer to understand the emotions of human from speech. Human speech is said
to be one of the most effective methods of communication that came with the
intentions and emotions [1]. If the computer is given the ability to identify human
emotions in the same way as a human does, communication is bound to be more
effective.

Human’s speeches have a variety of emotional states, for example, happy, anger,
sad, fear, surprise, disgust, and so on. Many factors that should be considered for a
machine to understand human emotion contained in a speech. There are lots of
feature selection and classification method used in recognizing emotion from
human speech.

Emotional speech features that contribute to an emotion are various. It is vital to
design a system with suitable features that capable to describe different emotions
[2]. From a survey done by Ayadi [2], prosodic features such as energy and pitch
carry the most emotional information of an utterance. Moreover, spectral feature
like Mel- Frequency Cepstral coefficients (MFCC) is also said to be among the most
popular feature extraction method and widely used by researchers based on pre-
vious finding [3, 4].

Prosodic and spectral feature are widely used for emotion recognition task. Some
of the researchers use both local and global feature extracted from the speech signal
for their automatic emotion classification. Schuller et al. [5] used global statistic
framework extracted from pitch and energy related features for their experiment.
Origlia et al. [6] presented new features set consist of both local and global prosodic
features. The prosodic global feature like min, max, mean and standard deviation
for fundamental frequency and intensity were extracted and tested for their research.
Huang et al. [7] proposed a new framework by combining global wavelet packet
decomposition and local traditional prosodic utterance-level features. Other than
that, Ravi et al. [8] investigate the multidimensional MFCC features that offer better
accuracy for stuttered speech recognition task. The past research motivated us to
investigate the capabilities of MFCC global features using 13, 26 and
39-dimensional cepstral features in recognizing emotions from speech.

Beside feature selection method, classification technique is also an important
process that contributes to the emotion recognition system performance. The fre-
quently used methods in speech emotion recognition field are SVM, ANN, Hidden
Markov Model (HMM), Gaussian Mixture Model (GMM) and K-Nearest
Neighbors (K-NN). Each classification method has its own advantages and limi-
tations. There is no final decision about which method is the best to use to classify
emotion [2].

This paper is organized into 6 sections. Section 2 describes the MFCC feature
extraction and its process. Section 3 contains the emotional speech database used in
the experiment. Section 4 discusses the classification method used to run the
experiment. The initial result and discussion are explained in Sect. 5 and finally, the
conclusions of the obtained result and the future work are presented in Sect. 6.
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2 MFCC Feature Extraction

Emotion in speech is represented by a large number of parameters and the changes
of the parameter may cause changes in emotion recognition. It is crucial to do a
proper feature selection as it is believed to influence the classification performance.
MFCC is a technique where spectral information of the speech signal can be
represented.

In several pattern recognition processes that involve human voice, cepstral
coefficients are believed to be robust to used as a set of features [8]. Each number of
coefficients holds a specific value for each sound frame. Normally, in speech
analysis, the MFCC coefficients number that frequently used is in between the
sufficient range of 8–14 [9]. In this paper, MFCCs with a number of coefficients 13,
26 and 39 were extracted from the speech signal. The coefficient number is used to
capture information of the time-varying spectral envelope [10]. The MFCC are
analyzed and processed as follows [11]:

1. Divide signal into frames.
2. Compute the FFT to obtain the amplitude spectrum.
3. Apply the Mel filter.
4. Take the logarithm to map the spectrum onto Mel scale.
5. Take the Discrete Cosine Transform of Mel log-amplitudes.

Figure 1 illustrates the processed above:
MFCC spectral feature has a huge total number of feature vectors for emotional

speech. If the system is relying on the hisgh recognition accuracy with less time
consuming, MFCC features will have the disadvantage compared to other prosodic
feature: pitch, fundamental frequency, formant, in term of its process speed.
Compared to prosodic features, a spectral feature like MFCC carry a huge number
of digital information and require lots of process time. To overcome this limitation,
it is recommended to use the global feature as a second filter to the MFCC features
extracted to save the duration of processing time. The global features that suitable to
use in such case are the value of Min, Max, Mean, Median, Mode, Standard
Deviation and Variation. These values will be extracted from the MFCC feature
from each frame rows and stored as final features for MFCC.

Current automatic speech recognition (ASR) systems normally use appended
MFCC features, delta, and double-delta cepstral features [12]. MFCC coefficient

Fig. 1 Steps to compute
MFCC
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number is usually selected from MFCC (13 dimensional), MFCC + delta (26
dimensional), and MFCC + delta + delta (39 dimensional). MFCC features are
extracted using 13 coefficient number and its first and second derivative (Δ’s and
ΔΔ’s), resulting in 26 and 39 coefficient number representing each frame.
Multidimensional feature vector were constructed for each speech frame by most
feature extraction method [8]. In this paper, three experiments were run using global
MFCC with 13, 26 and 39 coefficients. The global features as mentioned before
were extracted from each MFCC features vector by row. The entire feature
extraction process is performed by MATLAB software.

Figure 2 illustrate on how to find global feature in MFCC features that have been
extracted earlier using coefficient number 13. Each frame (1–13) contains a window
of features vector according to the signal length. The total of the feature vector is
considered as (row x column): (13 frames x signal length). The first step is to find
the global feature in the first frame until the last frame. Then, the global feature will
be reshaped according to the WEKA (The Waikato Environment for Knowledge
Analysis: an open source software that provide an algorithm for machine learning
and pre-processing tools [13]) ARFF file format and feed into the classification
technique used. Refer to Fig. 3 below for output global feature after reshape.

Figure 3 illustrate the output feature vector to be feed into WEKA where the
input file consists of global feature extracted from MFCC using 13, 26 and 39
coefficient numbers. A total of 322 emotional speech recording file ranging from 46
files for each of the seven emotions were used for the experiment. The final feature
vector for experiment 1 will be counted as (Min1, Max1, Mean1, Median1, Mode1,
Std1, and Var1) until (Min13, Max13, Mean13, Median13, Mode13, Std13, and
Var13), make it a total of (7 � 13 � 322) feature vectors. Feature extraction
process was repeated for 26 and 39 dimensional (The final feature vectors for
experiment 2 will be counted as (Min1, Max1, Mean1, Median1, Mode1, Std1, and
Var1) until (Min26, Max26, Mean26, Median26, Mode26, Std26, and Var26),
make it a total of (7 � 26 � 322) feature vectors and experiment 3 will be counted
as (Min1, Max1, Mean1, Median1, Mode1, Std1, and Var1) until (Min39, Max39,
Mean39, Median39, Mode39, Std39, and Var39), make it a total of (7 � 39 � 322)
feature vectors.

Col 
1st

Col 
2nd

Col 
3rd

Col nth

Row 1st

Row13th

Signal length (Column 1st – Column nth)

Frame 1

Frame 13 

Fig. 2 Finding global feature in MFCC window frame (Frame 1–Frame 13)
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3 Emotional Speech Database

The database used in this experiment is Berlin database of emotional speech
(EMO-DB). EMO-DB is open source and contains reliable emotional speech data
to get start with [14]. It is well-known and used by many researchers in speaker
independent case [15] and also for the benchmarking purpose. The acted data is
recorded in the German language with duration in between 1 until 8 s each sentence
and covers seven emotions: happiness, sadness, fear, anger, disgust, boredom, and
neutral. 46 recording files (.wav) from each emotion were selected to run the
experiment make it a total of 322 recording files. Feature extraction technique needs
the labeling name for each emotion class as a reference to store the data for each
class. Labeling process is important to track the emotional class for the final stage of
the process: classification and recognition.

4 Classification and Recognition

SVM method is said to have a good capability in classifying emotions and
accessible to build the hierarchical classification method [16]. In circumstances
where the training data should be limited, SVM is recommended to use due to its
good classification performance [17].

Another classifier, ANN Neural network with input data from several neigh-
bouring frames could be used for identifying emotional speech [18]. It learns and
understands the data and changes the value of the weights, based on
back-propagation from the target output layer. The learning process involves the
network architecture and the weights are updated so that the data can be classified in
their own class.

After going through the features extraction process, the global features were
used as input data for the classification process. A general process flow involved is
shown in Fig. 4 below.

In this experiment, three classifiers were selected for performance comparisons
which are: Naïve Bayes, ANN, and SVM. These classifiers are provided in WEKA
classification tools. The performance of the classifiers is validated using 10 fold
validation method. The default parameters for each classifier in WEKA were used
to carry out the experiment: ANN parameter with learning rate 0.3, momentum rate
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Fig. 3 Output global feature after reshape (coefficient 13)
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0.2, training time (number of epochs) 500, validation threshold 20 and SVM with
linear kernel: K(x, y) = <x, y> function. In this work, the efficiency in using the
global features selected from MFCC to classify seven emotions was observed.
Three experiments were run to test the effect of coefficient number used using the
global features:

A. Experiment 1—Global feature from MFCC with 13 coefficient number.
B. Experiment 2—Global feature from MFCC with 26 coefficient number.
C. Experiment 3—Global feature from MFCC with 39 coefficient number.

5 Result and Discussion

Experiment 1, 2 and 3 were carried out using global features extracted from MFCC
series of feature vector using a number of coefficients 13, 26 (MFCC + delta) and 39
(MFCC + delta + delta) respectively. Three classifiers were used: Naive Bayes,
ANN, and SVM for classification of seven emotions and overall accuracy were
computed. Tables 1, 2 and 3 below show the results of emotion recognition rate.

The result from Table 1 shows that the selected classifier can distinguish seven
emotions from one another with the average recognition rate of above 55 %. Naive
Bayes gives the lowest result with 57.1 % followed by SVM with 67.7 % and ANN
gives the highest result with 70.2 %.

From Tables 2 and 3 above, we can see that result from an experiment that use
26 and 39 coefficient numbers provides the average recognition rate of above 45 %.

Fig. 4 Emotion recognition process flow
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For experiment 2, Naive Bayes gives the lowest average result with 49.7 %
followed by ANN with 68.9 % and SVM gives the highest result with 70.6 %. For
experiment 3, Naive Bayes gives the lowest average result with 48.8 % followed by
ANN with 68.6 % and SVM gives the highest result with 68.9 %. It shows that the
use of coefficient 13, 26 and 39 give small difference results in average recognition
rate and a huge difference in processing time. Figures 5, 6 and 7 below visualize the
result from the experiments.

Figure 5 shows a moderately consistent accuracy compared to Figs. 6 and 7. As
we can see in the figures above, the use of coefficient 13 provides slightly small
differences in recognition per emotion and provide consistent result compared to the
coefficient 26 and 39. This is probably because MFCC extracted using coefficient 13
carry the untainted emotional features without any modification. The first and second
derivation of the feature may alter the characteristic of the original feature that cause
changes in emotion recognition accuracy. Global features like maximum, minimum,
mean, median, mode, standard deviation and variation that extracted from MFCC
features using 13, 26 and 39 coefficient number were proven to give a fine result.

According to Figs. 6 and 7, MFCC delta and delta-delta features do carry more
emotion information and able to recognize emotion adequately for emotion
recognition task. The use of 26 and 39 coefficients number with bigger dimension
may give relevant features that may lead to higher accuracy for the SVM classifier.
But the redundancy of feature may also give lower classification accuracy for Naive
Bayes and ANN classifier.

Based on the result of the three experiments as illustrated in Fig. 8 above, we
examine that in comparison to different MFCC coefficient number, 13, 26 and 39;
the use of MFCC global feature with coefficient number 13 provides better
recognition accuracy by using Naive Bayes and ANN classifier. On the other hand,
coefficient number 26 provides better recognition accuracy with SVM classifier
while coefficient number 39 provides an insignificantly different result on both
classifiers ANN and SVM. Naive Bayes give the lowest result, SVM method give
satisfying result due to its high recognition accuracy and less processing time while
ANN gives a good result but acquire long processing time. Hence, MFCC global
feature with coefficient number 26 and SVM method is suggested for future work
due to its better accuracy and less processing time.

Fig. 5 13 coefficient number
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Fig. 6 26 coefficient number

Fig. 7 39 coefficient number

Fig. 8 Average emotion classification result
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6 Conclusion and Future Work

This paper studied the capabilities of global MFCC spectral features extracted using
13 coefficient number and its first and second derivative (Δ’s and ΔΔ’s): 26 and 39
coefficient number, to recognize emotion from speech. Based on the experimental
result, the different coefficient number used do make significant different in emotion
recognition accuracy rate. Global feature from MFCC carries enough emotional
information to recognize human emotion from speech and capable of recognizing
emotion above 50 % accuracy. Average recognition result from experiment 1 using
13 coefficient numbers is slightly higher than experiment 2 and 3 for Naive Bayes
and ANN classifier. However, global features from MFCC extracted using 26
coefficient number gives the highest recognition rate at 70.59 % accuracy using
SVM classifier. Even though MFCC global features with coefficient number 13, 26,
and 39 are carrying enough emotional information to represent emotion in human
speech but, selection of global feature from MFCC with coefficient number 26 is
reliable to use in emotion recognition task due to its better accuracy and less
processing time. To increase the recognition accuracy, appending another potential
MFCC global feature is recommended.

It is believed that a combination of prosodic, spectral and wavelet features from
emotional speech can increase the recognition rate based on the previous finding.
Our ongoing research work is combining few types of prosodic, spectral and
wavelet feature to get higher recognition rate and study about the contribution of
certain features towards certain emotion. By the use of global feature along with
other features will increase the efficiency of the emotion recognition accuracy. Bear
in mind, it is important to reduce the process time to get better emotion recognition
rate in real time application, so avoiding the use of very large emotional features is
of utmost important.
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Centre (RMC), Universiti Teknologi Malaysia providing financial support of this research in
FRGS Vot number R.J130000.7828.4F253.
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A Parametric Study of Compact UWB
Antenna with Multiple Notched-Band
Functions

Md. Moinul Islam, Mohammad Tariqul Islam
and Mohammad Rashed Iqbal Faruque

Abstract In the paper, a parametric study of compact UWB antenna is conducted
with multiple notched-band functions. Three notch bands at 3.6, 7.5, and 8.3 GHz
frequencies have been attained with three slots on the radiating patch whereas two
notch bands at 5.2 and 5.8 GHz frequencies have been acquired with two slots on
the partial ground plane. This proposed antenna covers impedance bandwidth
(VSWR ˂ 2) from 3.06 to 10.67 GHz with notch band 3.4–3.8 GHz (WiMAX),
5.1–5.35 GHz (WLAN), 5.6–6 GHz (WLAN), 7.15–7.65 GHz (X-band satellite
communication) and 8.05–8.65 GHz (ITU 8-GHz band) whereas the overall
antenna size is 25 mm � 31 mm. The parametric studies are executed depending
on the surface current flow and design parameters of slots.

1 Introduction

The Federal Communications Commission (FCC) approved the 3.1–10.6 GHz
frequency band for commercial applications [1, 2]. However, attentions and chal-
lenges with UWB is increased rapidly. There are some coexisting narrow bands
such as WiMAX, WLAN, X-band and ITU-band. These narrow bands can interfere
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with the UWB systems. For removing these difficulties, multiple band-notched are
extremely applied in UWB communication systems. In order to attain the feature,
different design configurations are reported in the literature with modified radiating
element or/and the ground on the planar UWB antennas [3–10]. Quintuple [3, 4],
quadruple [5, 6], triple [7], dual [8, 9] and single [10] notched frequencies have
been attained with UWB antennas applying different design configurations.
A compact disc antenna has been reviewed with quintuple notched band frequency
for UWB applications using slots and stubs [3]. But, our presented antenna is more
compact than that. A monopole UWB antenna is reviewed with five notched band
functions [4], but in this design, the parametric studies on the surface current flow
and design parameters of slots are not available. An UWB antenna is explained
using a modified H-shaped resonator with quadruple notched bands [5], but this
antenna dimension is larger than our proposed design. A compact monopole
antenna is narrated with quadruple notched band using lateral L-shaped slot [6]. In
the way, triple notched bands are presented in the UWB antennas by using two
elliptic single complementary split-ring slots and locating two rectangular split-ring
resonators. However, dual notched bands are proposed with applying etching a
partial annular slot [8], one semi-circular with one rectangular and partial concentric
annular slot with another rectangular slot [9]. A single notched frequency is also
observed by loading a pair of SRRs [10], but this antenna dimension is very large.

The paper explains a parametric study of compact UWB antenna conducted with
multiple band-notched functions. The parametric studies are executed depending on
the surface current flow and design parameters of slots. This parametric analysis
ensures that the presented antenna bears significant values to maintain multiple
band-notch functions.

2 Antenna Design

By adopting various design procedures and techniques of ultra-wideband antenna in
[3–10], a monopole line-fed UWB antenna has been designed, which is illustrated
in Fig. 1. The presented antenna is made using FR4 material of 1.6 mm thick,
conducting 0.02 loss tangent, and 4.6 dielectric constant. By using slots, multiple
notched bands are attained at 3.6, 5.2, 5.8, 7.5, and 8.3 GHz respectively.
The HFSS is applied for all the simulations. The following are the optimum values:
WS = 3.9 mm, L = 31 mm,, W = 25 mm, LS = 4.2 mm, LGND = 16 mm,
g = 0.29 mm, R = 7 mm, WF = 2.25 mm, SB2 = 5.3 mm, SB1 = 3.5 mm,
SB3 = 9.8 mm, SC1 = 1.75 mm, SBT = 0.4 mm, SC2 = 4.9 mm, SC3 = 6.5 mm,
SD1 = 2.1 mm, SCT = 0.4 mm, SD2 = 3.6 5 mm, SDT = 0.4 mm, SE1 = 1.5 mm,
SD3 = 6.5 mm, SE2 = 2.4 mm, SET = 0.4 mm, SE3 = 6.5 mm, SF1 = 2.35 mm,
SF3 = 6.5 mm, SF2 = 1.4 mm, SFT = 0.4 mm.
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Fig. 1 The presented
a antenna layout b the slots
design specifications
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3 Results and Discussion

Initially, we are observing the surface current of both the patch and the ground
plane of the proposed antenna. Our target is to design and fabricate five
band-notched antennas for UWB applications. However, we have looked the place
where current flows low (low citation). Then we have cut C-shaped slots and
achieved the desired notched band individually. The slots are responsible for cre-
ating notch bands, where the density of the current flow is enhanced around the
neighboring region. The variations between initial surface current and surface
current after cutting slots have been shown in Fig. 2.

In order to understand the mutual coupling between the band-notched structures,
the parametric study has been carried out by changing one parameter at a time and
fixing the others. For simplicity, only the parameters SB3, SE3, and SFT are
changed where the optimized parameters are SB3 = 9.8 mm,
SC3 = SD3 = SE3 = SF3 = 6.5 mm, and SFT = 0.4 mm. As shown in Figs. 3 and
4, the first, the second, the fourth and the fifth notched bands shift to lower fre-
quency as the SB3 and SE3 increase or decrease but the third has no effect where the
length of the corresponding slots increases or decreases. As shown in Fig. 5, the
second and the third notched bands have no effects due to the fact that the
band-notched structures of adjacent frequencies are etched in different place and the
coupling between them is very weak. From the results, we can also conclude that
the notch frequency is controllable by changing the length of the slot.

The parametric analysis by varying the distance between different slots has been
performed. It can be realized from the Fig. 6 that two notch bands (2nd and 4th) are
shifted when these two slots are closer to feed line and ground between these
reported slots whereas all notch bands are shifted while these two slots are in
symmetric fashion. Therefore, we have achieved the desired results while asym-
metric fashion in the referred position. It can be realized from the Fig. 7 that four
notch bands are shifted using distance 0.6 mm between these reported slots whereas
three notch bands are shifted using distance 0.4 mm between them. Therefore,
0.8 mm distance is the optimized value. It can be observed from Fig. 8 that
2.05 mm is the optimum distance between slot e and slot f.
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Initial surface current at 3.6 GHz after cutting slot b surface 
current at 3.6 GHz

Initial surface current at 5.2 GHz after cutting slot c surface 
current at 5.2 GHz

Initial surface current at 5.8 GHz    after cutting slot d surface 
current at 5.8 GHz

Initial surface current at 7.5 GHz after cutting slot e surface 
current at 7.5 GHz 

Initial surface current at 8.3 GHz      after cutting slot f surface 
current at 8.3 GHz

Fig. 2 Effect of surface
current distribution before and
after cutting slots
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Fig. 3 Simulated
band-notched characteristics
of the proposed antenna for
various SB3

Fig. 4 Simulated VSWRs for
different values of R1.
Simulated band-notched
characteristics of the proposed
antenna for various SE3

Fig. 5 Simulated
band-notched characteristics
of the proposed antenna for
various SFT

Fig. 6 VSWR characteristics
on the distance variation
between slot c and slot d
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4 Conclusions

A parametric study is performed with multiple band-notched functions for UWB
applications. Three slots are used on the patch and two slots are on the ground plane
to attain multiple notched bands. This proposed antenna delivers the impedance
bandwidth (VSWR ˂ 2) from 3.06 to 10.67 GHz with multiple notched band
whereas the antenna size remains unchanged. The parametric studies are executed
depending on the surface current flow and design parameters of slots. This para-
metric analysis ensures that the presented antenna bears significant values in case of
multiple band-notch functions.
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Parallel Implementation of Morphological
Operations on Binary Images Using
CUDA

Jun Ming Koay, Yoong Choon Chang, Shahirina Mohd Tahir
and Sankaraiah Sreeramula

Abstract Morphology is a common technique used in image processing because it
is a powerful tool with relatively low complexity. Albeit simple, morphological
operations are typically time consuming due to the fact that the same operations are
repeated on every pixel of an image. Since the processing of the pixels of an image
is an embarrassingly-parallel process, the morphological operations can be carried
out in parallel on Nvidia graphic cards using Compute Unified Device Architecture
(CUDA). However, most of the existing CUDA work focuses on the morphological
operations on grayscale images. For binary image, it can be represented in the form
of a bitmap so that a 32-bit processor will be able to process 32 binary pixels
concurrently. With the combination of the bitmap representation and van
Herk/Gil-Werman (vHGW) algorithm, the performance of the proposed imple-
mentation in term of computation time improves significantly compared to the
existing implementations.

Keywords Morphology � Binary images � Bitmap � Parallel � CUDA � GPU �
vHGW
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1 Introduction

Morphology is a common technique used in image processing, since it is a simple
and powerful tool. In general, morphology can be applied on both grayscale and
binary images. The two main operations in morphology are erosion and dilation. In
the context of grayscale images, erosion is the process of scanning through the
neighbouring pixels under consideration and assigning the smallest value to the
central pixel. On the other hand, dilation is the complete opposite process of ero-
sion, where instead of finding the smallest pixel value, the largest pixel value is
assigned to the central pixel. By combining the erosion and dilation operations,
more complicated morphological operations such as opening and closing can be
performed.

In order to process an input image using morphological operator, an extra input
which is known as structuring element is also required. The structuring element
selects the neighbouring pixels that need to be considered during the morphological
operations. In fact, the structuring element can have any type of shapes and sizes. If
an erosion operation is performed using a 3 � 3 structuring element, the pixel value
of all the nine pixels inside the window are compared with each other and the
smallest value is assigned to the central pixel.

Although morphological operations are straightforward, its process is time
consuming because the same operations need to be repeated on every pixel of an
image. Hence, there is a need to speed up the operations for real-time applications.
Since the operations on the pixels are independent of each other, the pixels can be
processed in parallel in order to speed up the morphological operations.

There are a few researchers that have implemented the morphological operations
on parallel programming platforms like Nvidia’s Compute Unified Device
Architecture (CUDA). However, most of the implemented work is focused only on
grayscale images [2], [5]. Although the grayscale implementation of morphological
operations can also be used to process binary images, it is not an optimised way to
handle binary images because an 8-bit grayscale pixel has 256 possible values while
a binary pixel can only have two possible values. Hence, special optimisation
techniques that utilise the bi-level nature of the binary pixels are proposed in this
paper in order to further speed up the computation time of the morphological
operations.

The rest of the paper is organised as follows. Section 2 discusses related work on
the implementation of morphological operations using CUDA. In Sect. 3, the
proposed CUDA implementation is explained in detail. Section 4 compares the
performance of the proposed CUDA implementation with the existing implemen-
tations. Finally, Sect. 5 concludes the proposed work.
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2 Related Work

2.1 Decomposition of Structuring Element

For a morphological operation using a rectangular structuring element with a size of
x � y, the basic operations need to be repeated for xy times to obtain the output of
one single pixel. Hence, for an image with n number of pixels, the total number of
operations that need to be executed is nxy. Nevertheless, the computational com-
plexity can easily be reduced by using a technique known as structuring element
decomposition [4]. By using this technique, a rectangular structuring element can
be decomposed into one-dimensional horizontal and vertical structuring elements.
This means that instead of using a rectangular structuring element to perform the
morphological operations, the same output can be obtained by using a horizontal
structuring element followed by a vertical structuring element. This optimises the
computational complexity from nxy to n(x + y). By using this technique, the
speedup obtained for a 5 � 5 structuring element is approximately 2.5 times.

2.2 vHGW Algorithm

One of the drawbacks of the conventional way of implementing morphology is the
computation time increases as the size of the structuring element becomes larger. In
order to solve this problem, van Herk [7] and Gil and Werman [3] proposed a
method known as van Herk/Gil-Werman (vHGW). By using the vHGW algorithm,
the computation time remains relatively constant regardless of the structuring ele-
ment size. For an erosion operation on a grayscale image using a horizontal
structuring element of size p, the steps in the vHGW algorithm are explained as
follow.

1. The image rows are split into multiple horizontal segments of size p. In addition,
aprons with a size of (p−1)/2 are appended to both the left and right ends of the
segments to form segments with a total size of 2p−1, which is shown in Fig. 1.

2. Starting from the midpoint of the segments, a cumulative comparison is carried
out for the elements on the left half of the segment and the minimum values are

Fig. 1 First step of vHGW algorithm: dividing the image rows into multiple segments
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stored inside a new array known as suffix array. The same operation is repeated
for the elements on the right half of the segment and the results are stored inside
another array known as prefix array.

3. The value of the elements in the suffix array are compared with the value of the
elements in the prefix array to obtain the final minimum values.

2.3 CUDA Implementation of the vHGW Algorithm

In general, for most of the morphological operations, the pixels of an image can be
processed independently. Hence, it offers an opportunity to speed up the processing
by parallelising the implementation on a many-core platform. In this case, graphics
processing units (GPUs) are well suited to perform the morphological operations in
a parallel manner due to its highly parallel structure. There are various computing
platforms that are available for the implementation of general purpose computing
on a GPU, such as openCL, openGL and CUDA. For the proposed research work,
CUDA is chosen as the computing platform because it is a matured platform in the
field of computer vision, with support from computer vision libraries like OpenCV.

Various work has been done on the implementation of the morphological
operations using CUDA. Domanski, Vallotton and Wang [2] implemented the
vHGW algorithm using CUDA and observed that the CUDA version of the algo-
rithm achieves a speedup of 13 to 33 times compared to the serial implementation.
Domanski et al. also showed that the computation time of the vHGW CUDA
implementation remains relatively constant as the size of the structuring element
varies. However, the vHGW CUDA implementation by Thurley and Danell [5]
showed that only the horizontal structuring element exhibits the constant-time
behaviour. For the vertical structuring element, the computation time increases as
the size of the structuring element becomes larger. In order to overcome this
problem, Thurley et al. replaced the vertical morphological operation with another
algorithm known as transpose-horizontal-transpose (THT). For the THT method,
the input image is transposed first before a horizontal structuring element is applied
on the image. The processed image is then transposed again to obtain the final
output.

3 Implementation of Morphological Operations
Using CUDA

Instead of using the data structure of a grayscale image to store a binary image, Van
Den Boomgaard and R. van Balen represented the binary image in the form of a
bitmap, so that only one bit of memory is required to store the value of a particular
binary pixel [6]. As a result of this, a 1-byte memory space is able to store the value
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of eight binary pixels and the required memory space is reduced by eight times. As
most of the modern processors are 32-bit or 64-bit processors, if the binary image is
represented in the form of a bitmap, all 32 or 64 binary pixels can be processed in
parallel using one single processor. By using the bitmap optimisation technique, the
speedup attained can be more than 30 times. Thus, the bitmap representation is used
in the proposed implementation.

The morphological operations on bitmapped binary images are implemented by
modifying the grayscale implementation. For the implementation of the erosion
operation, the ‘min’ operator in the grayscale implementation is replaced with the
logical ‘and’ operator. In a similar way, the ‘max’ operator is changed to the logical
‘or’ operator for the implementation of the dilation operation.

The serial implementation of the morphological operations is time consuming,
even by using the vHGW algorithm and bitmap representation. Hence, there is a
necessity to speed up the implementation of the morphological operations by
parallelising it on CUDA. A CUDA-enabled GPU operates based on the parallel
execution model of single instruction, multiple threads (SIMT). In this architecture,
multiple CUDA threads run concurrently in the GPU. For the implementation of the
morphological operations on grayscale images, each CUDA thread is assigned the
task of calculating the value of an output pixel. Hence, the number of CUDA
threads is set according to the resolution of the image. With the introduction of
bitmap representation, one single CUDA thread is able to process 32 binary pixels.
Hence, the number of CUDA threads needed is reduced by 32 times. The paral-
lelisation strategy for processing a bitmapped binary image is shown in Fig. 2,
where N is the number of CUDA threads per block while M is the number of blocks
needed to process the whole image.

Fig. 2 Parallelisation strategy for processing a bitmapped binary image in the GPU using CUDA

Parallel Implementation of Morphological Operations … 167



During the morphological operations, the same pixel location is read multiple
times. Since the data access to the shared memory is faster than the global memory
of the GPU, the pixel data that are accessed repeatedly should be stored in the
shared memory. Nevertheless, the size of the shared memory is only limited to 48
kB for GPUs with compute capability 3.5 [1]. Thus, for large binary images with
Full High Definition (FHD) resolution, the image is not able to fit into the shared
memory. Hence, it is very important to schedule the usage of the shared memory in
such a way that at any point of time, only a small segment of the binary image is
stored in the shared memory.

Although the bitmap representation reduces the computational complexity of the
CUDA implementation, the computation time increases when the size of the
structuring element grows larger. In order to resolve this problem, the existing
vHGW CUDA implementation for grayscale images is modified and applied to the
case of bitmapped binary images. However, for bitmapped binary images, the
vHGW algorithm is not suitable for implementing the horizontal morphological
operation. Hence, the vHGW algorithm is only implemented for the vertical mor-
phological operation.

For the implementation of the vertical vHGW algorithm, the image columns are
divided into multiple vertical segments and each CUDA thread is responsible for
the processing of one single segment. Since the limited memory space of the shared
memory poses a restriction on the size of the structuring element, both the suffix
and prefix arrays are stored in the global memory of the GPU. Figure 3 illustrates
the implementation of the vertical vHGW algorithm using CUDA.

Fig. 3 Parallel implementation of the vertical vHGW algorithm in the GPU using CUDA
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4 Results and Discussions

Since the erosion and dilation operations have similar execution steps, the com-
putation time of the erosion operation is similar to the dilation operation. Hence,
only the CUDA implementations of the erosion operation are benchmarked. All of
the CUDA implementations are benchmarked on a server, which has two Intel
Xeon E5-2650 v5 processors and one single Nvidia Tesla K20m graphic card.

4.1 Horizontal Erosion Operation

In this research work, the bitmap representation is incorporated into the imple-
mentation of the horizontal erosion operation on binary images. By using the
bitmap representation, a 32-bit GPU core is able to process 32 binary pixels in
parallel. Furthermore, the number of memory transfer operations required is also
reduced substantially. For a horizontal structuring element with a size less than 65
pixels, only 0.125 memory access is needed for each output pixel in the image (four
memory accesses for each 32-bit chunk), which is significantly lower than the
7−(4/p) memory accesses per pixel for the vHGW algorithm. Since memory access
is a very expensive process in the context of the GPU [1], reducing the number of
memory transfer operations will definitely improve the performance of the
implementation.

The performance of the proposed implementation is compared with the CUDA
6.5 NPP library, OpenCV 3.0 CUDA library and vHGW CUDA implementation
[5]. Although the CUDA NPP library, OpenCV library and vHGW implementation
are designed to handle grayscale images, it is also possible for these implementa-
tions to process binary images by using only two grayscale values (0 and 255) to
represent a binary pixel. The performance comparison results for processing a FHD
binary image are shown in Fig. 4. For a better representation, the results obtained
are illustrated in a log graph.

From Fig. 4, it is observed that the computation time of the proposed CUDA
implementation is significantly shorter than the other implementations. Hence, it
can process binary images at a faster rate.

For the horizontal erosion operation on bitmapped binary images, each pixel
location is read multiple times. Hence, it makes sense to cache the data in the shared
memory of the GPU to reduce the memory accesses to the global memory. The
results in Fig. 5 compare the performance of the CUDA implementation that uses
the shared memory of the GPU to the one that does not use the shared memory.
From the graph, it can be observed that both implementations offer similar per-
formance. This means that the usage of shared memory does not offer any further
improvement to the proposed implementation. This behaviour is due to the fact that
the memory access latency to the global memory is hidden by the L1 and L2 caches
of the GPU. Hence, the bottleneck of the algorithm is not on the memory transfer
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part. In fact, the analysis results using Nvidia Visual Profiler show that the utili-
sation level of the processing cores is higher than the utilisation level of the
memory. Thus, the performance of the implementation is limited by the workload
of the processing cores in the GPU rather than the bandwidth of the memory.

Fig. 4 Performance comparison of different algorithms for the horizontal erosion operation on a
FHD binary image

Fig. 5 Computation time of the CUDA implementation with shared memory versus without
shared memory
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4.2 Vertical Erosion Operation

Since most of the binary images are stored in the row-major format in the memory,
different memory access patterns have different impacts on the performance of the
algorithm. As a result, the vertical erosion operation exhibits different character-
istics compared to the horizontal erosion operation. For the vertical erosion oper-
ation, the performance of the proposed CUDA implementation that incorporates the
bitmap representation is compared with the existing techniques and the results are
shown in Fig. 6. The results obtained are illustrated in a log graph to have a better
visualisation of the data.

From Fig. 6, the computation time of the proposed technique is significantly
faster than the external libraries and vHGW implementation, because the bitmap
representation enables one single GPU core to process 32 binary pixels in one shot.
At the same time, it is observed that as the size of the structuring element becomes
larger, the computation time of the proposed implementation increases at a faster
rate compared to the vHGW algorithm. Hence, it is reasonable to modify the
vHGW algorithm for grayscale images and apply it to the case of bitmapped binary
images. Figure 7 compares the performance of the implementation that incorporates
the combination of the bitmap representation and vHGW algorithm to the imple-
mentation that utilises only the bitmap representation. From Fig. 7, it is concluded
that the implementation that incorporates both the bitmap representation and vHGW
algorithm produces a better result.

Fig. 6 Performance comparison of different algorithms for the vertical erosion operation on a
FHD binary image
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5 Conclusion

Although there are quite a few CUDA implementations for morphology, most of
the implementations were designed to process only grayscale images. Hence, we
propose two optimisation techniques that make use of the bi-level nature of a binary
pixel to further optimise the performance of the CUDA implementation for binary
images. One of the optimisation techniques is achieved by representing the binary
image in the form of a bitmap. With this optimisation technique, the one-
dimensional horizontal erosion operation achieves a speedup up to 70 times, as
compared to the existing vHGW CUDA implementation. In addition to the
bitmapping of binary images, the existing vHGW algorithm for grayscale images is
modified and applied to the case of binary images. With the combination of the
bitmap representation and vHGW algorithm, the optimised version of the vertical
erosion operation is approximately 20 times faster than the existing vHGW CUDA
implementation.

Acknowledgements This project is supported by MOSTI, Malaysia under the e-science funding
with a grant number of 010304SF0062.

Fig. 7 Performance comparison of the CUDA implementation that incorporates the bitmap
representation only with the implementation that incorporates both the bitmap representation and
vHGW algorithm
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Non Negative Matrix Factorization
for Music Emotion Classification

Nurlaila Rosli, Nordiana Rajaee and David Bong

Abstract Classification of emotion is a fundamental problem in music information
retrieval where it addresses the query and retrieval of desirable types of music from
large music data set. Until recently, there are only few works on music emotion
classification that are carried out by incorporating instrumental and vocal timbre.
Generally, vocal timbre alone can be used in distinguishing emotion in music but it
became less effective when mixed with the instrumental part. Thus, a new research
interest has led to identifying instrumental and vocal timbre as features capable of
influencing human affect and analysis of sounds in regards to their emotional
content. In this research, non-negative matrix factorization (NMF) is applied to
separate music into both instrumental and vocal components. Extracted timbre
features from audio using signal processing technique will be used to train and test
artificial neural network (ANN) classifier. The ANN learn from supervised and
unsupervised training to classify the emotional contents in music data as sad, happy
anger or calm. The efficiency of the ANN classifier is verified by a subjective test
including inputs from annotators by manual categorization of the audio data. The
efficiency of this method reached up to 90 %.
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1 Introduction

Basic emotions such as anger, disgust, fear, happiness, sadness and surprise have
long existed in human evolution and influence mankind in stimulating rapid
judgments and behavior [1]. Given the massive amount of audio features in
information and multimedia, available to millions of users in various applications,
classification of emotions in music is an interesting topic considering its appeal in
influencing music affective of users. The detection and identification of emotion in
information is crucial in affective computing which studies on human affects by
technological systems and devices particularly in the fields of biomedical engi-
neering, applied mathematics, psychology, consumerism and service industries as
interpretations of music are multifaceted and abstractly perceived by human lis-
teners [2].

1.1 Related Works

Music emotion classification (MEC) has been widely studied to accurately tag,
segment and categorize music similarities for the purpose of automatic classification
of emotive genres [3]. In music emotion classification (MEC), two critical com-
ponents for music emotion tags are; feature extraction component and classifier
learning component [4]. Feature extraction addresses the problem of how to rep-
resent the examples to be classified in terms of feature vectors and similarities while
classifier learning is to find mapping from feature space to output labels to minimize
prediction error [4]. Several methods have been proposed to classify the emotions in
music by utilizing audio analysis framework (Sun et al. 2009), supervised and
unsupervised data mining algorithm (Chu 2009), regression approach (Yang et al.
2007), content based analysis (Laurier 2011), neural networks (Vempala et al.
2012) and hierarchical SVM (Chiang et al. 2014) [5–10]. The detection of emotion
via machine learning approach by Dual Tree Complex Packet Transform
(DT_CWPT) has also been proposed to classify emotion using support vector
machine (Daimi 2014) and using Gaussian processes (Markov 2014) [11, 12]. The
audio features in music can be grouped based on three criterias: timbre, rhythm and
pitch. Timbre features capture the tonal quality related to different instrumentation
and can be further defined as low-level features. These low level features can be
obtained directly from various signal processing techniques such as Fourier
Transform, Spectral Analysis and Auto Regressive Modeling. Timbre features have
unique attributes in distinguishing emotion in music [4].

However there are several issues on the utilization of instrumentation and vocal
timbre features for classification. Firstly, there are only few existing works that
incorporating vocal and instrumental timbre in MEC. Vocal timbre alone can be
used to classify and differentiate emotion in music but it became less effective when
mixed with the instrumental part [13]. Secondly, the local windows used in timbre
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feature extraction are usually taken from fixed size intervals. Some important timbre
feature could be missed by using the fixed size intervals. These issues influence the
classification performance in a data-dependent way. Therefore, further investigation
on the instrumental and vocal timbre features for classification is proposed to study
the classification performance in MEC especially for Malay music. We present the
Non-negative matrix factorization (NMF) for separating vocal and instrumental
components in music clips. Attributes from the timbre features such as spectral
centroid, spectral rolloff, entropy, low energy, irregularity and zero-cross will be
extracted for emotion classification in the first stage. Whereas in the second stage, a
classifier component for pattern learning of the music emotion is constructed using
Artificial Neural Network (ANN). We choose ANNs classifier for its well recog-
nized performance especially in the area of machine learning and pattern recog-
nition as justified in [14]. Finally, the performance of the proposed approach is
measured by comparing the automatic classification with the ground truth of human
observers.

The rest of this paper is organized as follows; in Sect. 2, methods including
isolation process, timbral features extraction, and ANN modelling will be explained
thoroughly. Section 3, presents the results and relative of overall findings. We
conclude at Sect. 4, with an overview of the systems and suggestion for future
work.

2 Classification Methods

Approximately 500 vocal audio data and instrumental data will be pre-processed as
input and will be used to train the classifier. The proposed methodology will be
based primarily on the extraction of instrumental and timbre features for Malay
music for its emotion classification. Six attributes of the instrumental and timbre
features such as spectral centroid, spectral rolloff, entropy, low energy, irregularity
and zero cross is extracted. Audio pre-processing and timbre extraction will be
implemented using audio software converter, audacity, MIR Toolbox, and MIREX.
Whereas, ANN classifier will be built, train and testing in MATLAB.

2.1 Audio Pre-processing

Audio pre-processing can be regards as the most significant phase in the area of
music emotion classification (MEC). At this stage, music samples are converted to a
standard format and split into 20–30 s segment as to reduce the emotion disparity
within segment by selecting the most representative part from the whole music clips
[15]. However, both instrumental and vocal can contains different emotion and thus
it is crucial to separate the original music clips into instrumental and vocal part
before it can be split into numbers of frame or segment.
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2.1.1 Isolation Process

Music is the combination or a mixture of instrumental sound and singing
voice/vocal. An established source separation method namely, nonnegative matrix
factorization (NMF) is used in this research to isolate signal mixtures into instru-
mental and vocal part. The energy spectrogram from each separated signal modeled
using spectral component into time-frequency visualization, based on NMF dis-
tributions (Fig. 1).

For the purposed of this research, the information spectrogram constructed using
short-time Fourier transform (STFT) to obtain a magnitude spectrogram before
decomposed into set of NMF spectral components with inputs |X| and outputs
W and H. In NMF, mixture signals V is decomposed into separated source signals,
W and H in the form of matrices as shown in Eq. (1).

V � WH ð1Þ

The cost function between W and H is minimized using Eq. (2), where all
elements in the matrices are non-negative, and D is a measure of Euclidean
divergence as shown in Eq. (3). Further information on NMF can be found in [17].

W ;H� 0
MINIMIZE

D V WHkð Þ ð2Þ

D V V̂
��� � ¼ X

i;j

Vij �V̂ij
� �2 ð3Þ

NMF separation performance is measure using source-to-distortion ratio
(SDR) in BSS-Evaluation Toolbox [18]. The evaluation modelling is shown in
Eq. (4). We have exploits 256 and 512 ms window length of music samples with
different spectral component as to compare which window length obtain the best
separation performance using NMF based music separation.

SDR ¼ 10 log10
sdistk k2

einterfþ enoiseþ eartifk k2 ð4Þ

Fig. 1 Separation framework using NMF based on [16]
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2.1.2 File Splitting

500 samples of vocal audio data and instrumental data will be split into many local
frames in the first step to facilitate subsequent frame level timbre feature extraction.
This will lead to more efficient feature extraction process where spectral analysis
can be directly applied to the short-time signals. By applying frame-level feature
analysis, the underlying timbre information can be more reliably captured. The
proposed methodology is shown in Fig. 2.

2.2 Extraction

Features extraction is a crucial stage whereby accurate extraction determines the
accuracy of data generation in the database. After framing, spectral analysis

Audio Input Data

Pre-processing

Isolation Process

Vocal Instrumental

File Splitter (30 sec frames)
.wav format

Features:  Spectral Centroid, Spectral 
Roll Off,  Entropy, Low Energy,
Irregularity, Zero Cross

Extraction

Database

Training DataANN Classifier Test Data

Music Emotion Classification System

Output 

Happy Angry Calm Sad

Fig. 2 Proposed flow for ANN music emotion classifier
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techniques such as Fast Fourier Transform (FFT) and Discrete Wavelet Transform
(DWT) are applied to the windowed signal in the local frames. From the output
magnitude spectra, summary of features such as spectral centroid, spectral rolloff,
entropy, low energy, irregularity and zero cross can be derived.

Spectral centroid: refers to the mean of the short time Fourier amplitude spec-
trum which indicates how bright the music. It is used to measure the center of mass
for a particular spectrum and described as the average frequency weighted by
amplitudes, divided by sum of amplitudes as given in Eq. (5):

Spectral centroid ¼
PN
k¼1

kF½k�
PN
k¼1

F½k�
ð5Þ

Spectral roll off: refers to the point where frequencies getting smaller in
amplitude and gives shape of spectrum. 95 % of total spectrum is within this range.
The roll off point is the frequency below which N% of the magnitude distribution is
determined to distinguish voiced speech from unvoiced. This is because the
unvoiced speech has a high proportion of energy contained in the high-frequency
range of the spectrum, where most of the energy for voiced speech and music is
contained in lower bands. If K is the bin that fulfills, then the Spectral Rolloff
frequency is f(K), where x(n)represents the magnitude of bin number n and f(n)
represents the center frequency of that bin as given in Eq. (6):

Xk

n¼0
xðnÞ ¼ 0:85

XN�1

n¼0
xðnÞ ð6Þ

Entropy: refers to properties to determine energy not available for work indi-
cating measure of disorder. An estimation of entropy is given in Eq. (7):

HðxÞ ¼ �
Z
x

f ðxÞ log f ðxÞ dx ð7Þ

Low energy: refers to percentage of frames with less than average energy. In
audio signal processing and speech classifications, the energy curve is used as an
assessment of the temporal distribution of energy in order to determine whether it
remains constant throughout the signal. Spectral energy density is given as in
Eq. (8):

Esðf Þ ¼ Xðf Þj j2 ð8Þ

Irregularity: refers to irregularity of the spectrums. Irregularity is given as in
Eq. (9):
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I ¼
XN�1

k¼2

ak � ak�1 þ ak þ akþ 1

3

��� ��� ð9Þ

Zero cross: refers to the number of times the signal crosses the zero line indi-
cating the amount of noise. Zero crossing rates are useful to exemplify the divergent
audio signals and is widely used in music and speech classification problems as it
represents the rate of the signals going from positive to negative and back. Zero
cross rate is given in Eq. (10):

Zt ¼ 1
2

XN
n¼1

signðx½n�Þ � signðs½n� 1�Þj ð10Þ

2.3 Classifier Model Using Artificial Neural Network

Artificial Neural Network is widely utilized in pattern recognitions including in the
detecting of emotions in facial expressions and speech recognition. For this
research, we employ a supervised feed-forward with backpropagation network
consisting of six input neurons, four hidden neurons and single output neurons to
train the ANN classifier as shown in Fig. 3.

Feedforward ANN involves input vector x and response vector y with such a pair
(x, y) belongs to a joint probability distribution. The goal is to induce a function f
(x) from a set of (x1, y1) . (xn, yn) of training examples to retrieve the approximation
of y. Backpropagation algorithm is used to compute the error derivative for the
weight (EW) by computing the rate at which the error changes (EA). To compute

Input Layer Hidden Layer

Happy

Anger

Calm

Sad

1

-1

- 0.5

0.5

Output Layer

Fig. 3 ANN architecture for classifier
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the EA for a hidden unit in the layer, all the weights between the hidden unit and
output units to which it is connected must be identified [14].

After determining all the EA in the hidden layer, repeat computation for other
layers in the opposite direction of activities propagating throughout the network.
During the classification process, ANN classifier will get the information from the
database or (memorized value of musical features) from previous training process
and classify emotion from the song by scheming the music features vector as to
produced results. Songs with an output ranging from 0 < x � 0.5 were considered
as happy songs, songs with output ranging from 0.5 < x � 1 were considered as
anger songs, songs with output ranging from 0 > x � −0.5 were considered as
calm songs, and songs with output ranging from −0.5 > x � −1 were considered
as sad songs. Testing will be carried out to determine the features of the songs
whether they are close to 0.5 (happy), close to 1 (anger), close to −0.5 (calm) or
close to −1 (sad) which will verify the efficiency of the ANN classifier. Further
testing will also be conducted with (i) only vocal features, (ii) only instrumental
features and (iii) vocal and instrumental features, to compare the differences in the
classification rates.

3 Results and Discussion

3.1 Music Isolation Results

In this work, music clips is separated by using the source separation method,
namely nonnegative matrix factorization. NMF has the ability to decomposing the
spectrum of original mixtures signal. Source-to-distortion ratio (SDR) is used to
evaluate NMF performance using the BSS-Evaluation Toolbox. Higher SDR values
suggest better instrumental and vocal separation.

As explained in (Sects. 1 and 2) above, the local windows used in timbre feature
extraction are usually taken from fixed size intervals. Some important timbre feature
could be missed by using the fixed size intervals. These issues influence the clas-
sification performance in a data-dependent way. Thus, to find the best local window
length for timbre extraction, we have exploits 256 and 512 ms window length.
From the isolation process, NMF has successfully separate music into instrumental
and vocal parts and its performance is measured by calculating the mean SDRs of
spectrogram factorization for 256 and 512 ms window lengths that has different
spectral component. The best performances with the highest mean SDR achieved
were obtain using the window length of 256 ms. Though the mean SDR achieved
for 512 ms window length are less than when using 256 ms window length, the
spectral discontinuity threshold at 0.4 seems to be suitable for both 256 and 512
window length music (Fig. 4).
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3.2 Classification Results

The accuracy of the classification result can be measured by dividing number of
correctly classified songs with the total number of songs (Refer to Eq. 11).
A standard method for comparing the performance of different classifier perfor-
mance measurement is based on the evaluation taken from [19] (Fig. 5).

Accuracy ¼ number of correctly classified songs
total number of songs

� 100 ð11Þ

We have separated 500 music data into both instrumental and vocal components,
resulting in 1000 music clips in total. The dataset are then randomly split into
two parts, 80 % for training and 20 % for testing. It can be seen from the results that
by incorporating ANN with both music components parameters improve the

Fig. 4 NMF separation
performance evaluation based
on source to distortion ratio
(SDR) using 256 and 512 ms
window length frames

Fig. 5 Music emotion
classification comparison
using ANN with (i) only
vocal features, (ii) only
instrumental features and
(iii) vocal and instrumental
features

Non Negative Matrix Factorization for Music Emotion … 183



classification rate. The classification accuracy when using parameters from both
instrumental and vocal components can reach up to 95 %, compare towhen using only
instrumental features (80 %) or vocal features (86 %) Separation of the music clips
into instrumental and vocal part has lessened the burden for automatic emotion
annotation in music data representative. Both components contains different spectral
information that might leads to different emotive genre within the music frames, thus
the isolation process helps in selecting the best timbre information for MEC in both
separated instrumental and vocal part.

4 Conclusion and Future Works

This work aim to incorporate the timbre features extracted from the separated music
components i.e., instrumental and vocal. We proposed music separation methods in
MEC that employs Non-negative Matrix Factorization (NMF) algorithms. Results
from the music isolation process shows that the best separation performance can be
obtained using windows length 256 ms and spectral discontinuity threshold at 0.4.
This work also aim to use ANN with feedforward backpropagation network
learning, to classify emotion in selected music clips by conducting different testing
algorithm, using (i) only vocal features, (ii) only instrumental features and
(iii) vocal and instrumental features as to compare the differences in the classifi-
cation rates. Results from this testing have proved, that by incorporating instru-
mental and vocal features in MEC, classification accuracy can be achieved up to
95 % compare to when using only instrumental and only vocal features. Overall,
there are two important improvements could be added to this study. First, NMF has
proven to be very convincing in providing natural and meaningful music segment
representative for MEC though the separation process a bit slow. Thus in the future,
we should considered to incorporate NMF to the constraints that related to the
music samples, for instance, musical instrument like drums, piano, guitar and etc. as
to achieve better and faster convergence. Secondly, exploits other source separation
techniques through decomposition of a time-frequency representation as to improve
the music separation performance in MEC.
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Speech Enhancement Based on Noise Type
and Wavelet Thresholding the Multitaper
Spectrum

E.P. Jayakumar and P.S. Sathidevi

Abstract A speech enhancement system for noisy speech signals under different
environments, namely airport, babble, car, exhibition, restaurant, station, street and
train, is designed and implemented in this paper. Spectral subtraction is the most
popular method for speech enhancement which suffers from perceptually annoying
musical noise. Musical noise is reduced here by using low variance spectrum
estimators and enhancement is achieved by wavelet thresholding the multitaper
spectrum of the speech. The main feature of the proposed system is a novel
switching mechanism to an optimal wavelet filter bank or wavelet packet filter bank
matching to the critical bands of the human ear, based on the type of noise present
in the input speech. The system is evaluated using noisy speech signals under
different environment noises at different signal to noise ratios. The subjective and
objective test results show that the proposed method improves the quality and
intelligibility of speech signals.

Keywords Speech enhancement � Musical noise � Multitaper spectrum � Noise
classification � Wavelet thresholding

1 Introduction

Performance of most of the speech processing systems such as voice communication,
speech recognition, speaker recognition, hearing aids, etc., are affected by the noisy
environment where they are used. Therefore speech enhancement is done to neutralise
the effect of such environment noises on these speech processing systems. Speech
enhancement is a popular topic of research overmany years andmany techniqueswere
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proposed. Among the different methods to do the speech enhancement, the spectral
subtraction method is the most popular method because it is easy to implement and
requires less computation. But the drawback of this method is the introduction of
perceptually annoying musical noise. Musical noise is due to the spectral subtraction
process which creates isolated peaks in the spectrum occurring at random frequency
locations in each frame. The randomly spaced peaks are due to the inaccurate and
large-variance estimates of the spectra of the noise and noisy signals [8].

Many methods have been proposed to reduce the musical noise in the enhanced
speech. Boll [2] introduced the basic spectral subtraction method and proposed
magnitude averaging to reduce the effect of musical noise. Berouti et al. [1] defined
spectral floor to make the musical noise inaudible. Ephraim and Malah [7] is based
on minimum-mean square error short-time spectral amplitude estimator where a
priori signal to noise ratio (SNR) cprioðxkÞ is smoothened to eliminate musical
noise. Virag [18] used masking threshold based on human auditory system to
attenuate the musical noise. Hu and Loizou [10] incorporated a psychoacoustical
model in frequency domain for enhancing the speech.

Hu and Loizou [11] used multitaper spectrum estimators and wavelet thresh-
olded the log multitaper spectra to get spectral estimates with lower variance.In this
method, they used a 5-level Discrete Wavelet Transform (DWT) filter bank with
Daubechie db4 wavelet basis for wavelet denoising. This structure is found to be
suitable for enhancing the speech under two environments namely, car and babble
noises. Therefore, a wavelet packet filter bank matching to the critical bands of the
human ear [16] is implemented in this work. Performances of DWT filter bank and
wavelet packet filter bank with different wavelet bases are evaluated under different
environment noises. Depending upon the type of noise present in the input speech,
the proposed system will automatically select the optimum filter bank.

2 Background

2.1 Multitaper Spectrum Estimator

Variance of the spectral estimates has to be reduced since spectral estimates with
large variance may result in musical noise. Multitaper spectrum estimator [14], [17]
can be used to reduce the variance. To achieve this, a small, say L, number of direct
spectrum estimators with different tapers are computed and the mean of L spectral
estimates are calculated. Pair wise orthogonal tapers are selected such that the bias
and variance of the multitaper spectrum estimate is less. The variance is reduced by a
factor of 1/L. The multitaper spectrum estimate is obtained by the following equation

ŜmtðxÞ ¼ 1
L

XL�1

k¼0

Ŝmtk ðxÞ ð1Þ
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where, the spectral estimate Ŝmtk ðxÞ, which is also called the kth eigen spectrum is
given by

Ŝmtk ðxÞ ¼
XN�1

m¼0

akðmÞxðmÞe�jxm

�����
�����
2

ð2Þ

where, N is the data length. ak represents the kth data taper used for the computation
of spectral estimate Ŝmtk ð:Þ. The sine tapers which is proposed by Riedel and
Sidorenko [15], have smaller local bias and is given by:

akðmÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2

N þ 1

r
sin

pkðmþ 1Þ
Nþ 1

; m ¼ 0; 1; . . .::;N � 1 ð3Þ

The above sine tapers are used in the proposed method.

2.2 Wavelet Thresholding for the Refinement
of the Spectrum Estimate

The refinement of the spectral estimate is carried out by wavelet thresholding. It
produces a smooth estimate of the logarithm of the spectrum [8, 13, 19]. Improved
multitaper spectrum estimates were proposed in [3, 19]. In these methods, the log
periodogram is represented as signal added with the noise. If the noise is Gaussian,
it can be removed by employing wavelet shrinkage techniques. Better spectral
estimates can be obtained using level-independent universal thresholds [6]. If
ŜmtðxÞ represents the estimated multitaper spectrum and SðxÞ represents the true
power spectrum and if the eigenspectra defined in Eq. 2 are uncorrelated, their ratio
vðxÞ should satisfy the following equation.

vðxÞ ¼ ŜmtðxÞ
SðxÞ � v22L

2L
; 0\x\p ð4Þ

where, v22L is a chi-square distribution with 2L degrees of freedom. Taking loga-
rithm of both sides in Eq. 4,

log ŜmtðxÞ ¼ log SðxÞþ log vðxÞ ð5Þ

where, log vðxÞ is the noise term and is log v2 distributed. Distribution of log vðxÞ
will be very similar to a normal distribution with mean /ðLÞ � log L and variance
/0ðLÞ, where /ðLÞ is digamma function and /0ðLÞ is trigamma function. The
random variable gðxÞ is given by
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gðxÞ ¼ log vðxÞ � /ðLÞþ log L ð6Þ

gðxÞ will be approximately Gaussian with zero mean and variance r2g ¼ /0ðLÞ
for all x except near x ¼ 0 and p. If ZðxÞ is defined as

ZðxÞ ¼ log ŜmtðxÞ � /ðLÞþ log L ð7Þ

Using Eq. 5 and since log L� /ðLÞ is a constant, ZðxÞ can be expressed as

ZðxÞ ¼ log SðxÞþ gðxÞ ð8Þ

Wavelet denoising techniques can be applied to the model in Eq. 8 for removing
the noise gðxÞ which is Gaussian in nature [4–6].

3 Speech Enhancement by Wavelet Thresholding
the Multitaper Spectrum

3.1 Short Time Spectral Amplitude (STSA) Estimator

STSA estimator proposed by Hu and Loizou [11] is used in this paper. The noise
signal is assumed to be additive and uncorrelated with the speech signal, i.e.,
y ¼ xþ n, where, y is the the N-dimensional noisy speech, x is the clean speech
and n is the noise vector. If the N-point discrete Fourier Transform matrix is
denoted by F, then, the Fourier transform of y can be expressed as
YðxÞ ¼ FH :y ¼ FH :xþFH :n ¼ XðxÞþNðxÞ, where, XðxÞ and NðxÞ are the
N � 1 vectors containing the spectral components of the clean speech vector and
the noise vector, respectively.

The linear estimator of XðxÞ is given by X̂ðxÞ ¼ G:YðxÞ, where, G is a N � N
matrix. The error signal in this estimation, eðxÞ is expressed as
eðxÞ ¼ X̂ðxÞ � XðxÞ ¼ exðxÞþ enðxÞ, where, exðxÞ is the frequency domain
representation of speech distortion, which given by exðxÞ ¼ ðG� 1Þ:XðxÞ and
enðxÞ is the frequency domain representation of the residual noise, which is given
by enðxÞ ¼ G:NðxÞ. The following constrained optimization problem is to be
solved to get the optimal linear estimator.

min
G

e2xðxÞ
subject to : 1

N e
2
nðxÞ� c

ð9Þ

where, c is a positive number, e2xðxÞ and e2nðxÞ are the energy of the frequency
domain speech distortion and residual noise respectively. The optimum value of
G satisfies the following equation [9]:

190 E.P. Jayakumar and P.S. Sathidevi



GðFH :Rx:Fþ l:FH :Rn:FÞ ¼ FH :Rx:F ð10Þ

where, l is the Lagrange multiplier. If G is assumed to be a diagonal matrix, then
Eq. 10 can be simplified. If Rx and Rn are assumed to be Toeplitz, then the matrices
FH :Rx:F and FH :Rn:F are asymptotically diagonal. The diagonal elements of
FH :Rx:F are the power spectrum components SxðxÞ of the clean speech vector and
FH :Rn:F are the power spectrum components, SnðxÞ of the noise vector. Let the kth
diagonal element of G is denoted as gðkÞ, then for large values of N, Eq. 10 can be
modified as

gðkÞ ¼ SxðkÞ
SxðkÞþ l:SnðkÞ ¼

cprioðkÞ
cprioðkÞþ l

ð11Þ

where, cprioðkÞ ¼ SxðkÞ=SnðkÞ is the a priori SNR at frequency xk and l is the
Lagrange multiplier. The trade-off between speech distortion and residual noise is
controlled by l, where, l� 0. It is decided based on the estimated a priori SNR as
given by the following equation [9]

l ¼ l0 �
SNRdB

s
ð12Þ

where, l0 and s are constants, which are experimentally determined and
SNRdB ¼ 10 log10 SNR. The power spectrum of the clean speech signal SxðxÞ is
determined using the following expression:

ŜxðxÞ ¼ SyðxÞ � ŜnðxÞ ð13Þ

where, ŜnðxÞ is the noise spectrum estimate, obtained during speech-absent frames.
A good estimate of a priori SNR cprioðkÞ is very much essential for removing
musical noise from the noisy speech. This is done by first calculating the multitaper
spectral estimates followed by its refinement done by wavelet thresholding the log
of the estimated spectrum.

4 Proposed Architecture of the Speech Enhancement
System

A speech enhancement technique based on the wavelet thresholding of the multi-
taper spectra is proposed by Hu and Loizou in [11]. This method uses 5-level DWT
filter bank structure with db4 wavelet basis. The authors have considered only two
types of noise signals namely speech shaped noise and car noise. But the speech

Speech Enhancement Based on Noise Type and Wavelet … 191



enhancement system proposed in this paper, works well for speech signals cor-
rupted by various types of noise signals namely airport, babble, car, exhibition,
restaurant, station, street and train. Experiments were conducted using 5-level DWT
filter bank and wavelet packet filter bank matching to the critical bands of human
ear as shown in Fig. 1 with different bases (db2 to db40, Haar, coiflets and symlets)
and the following observations were made:

Fig. 1 Wavelet packet filter bank structure matching to the critical bands of human ear [16]
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1. 5-level DWT filter bank with db4 wavelet gives highest SNR for speech signals
corrupted by street and train noise.

2. Wavelet packet filter bank matching to the critical bands of human ear with db2
wavelet gives highest SNR for speech signals corrupted by airport, babble, car,
station and restaurant noises.

3. Wavelet packet filter bank matching to the critical bands of human ear with
db10 wavelet gives highest SNR for speech signals corrupted by exhibition
noise.

Above observations motivated us to design an improved speech enhancement
system which adaptively selects DWT filter bank or wavelet packet filter bank with
a suitable wavelet basis, depending on the type of noise present in the input speech
signal.

4.1 Determination of Noise Type

The features of noise energy distribution in the Bark domain is used for effective
noise determination [20]. Let Dðk; lÞ be the Short Time Fourier Transform (STFT)
of a noise signal, and Pðk; lÞ be the smoothed noise power spectrum then the
smoothing is performed as

Pðk; lÞ ¼ apPðk; l� 1Þþ ð1� apÞjDðk; lÞj2 ð14Þ

where, ap ¼ 0:5 is the smoothing parameter, k denotes the index and l denotes the
frame number. Noise energy in each Bark band is calculated as

Sðj; lÞ ¼
XubðjÞ

k¼lbðjÞ
Pðk; lÞ ð15Þ

where, ubðjÞ and lbðjÞ are the upper STFT bin and lower STFT bin respectively and
j is the Bark band number, and j ¼ 1; 2; . . .:18. The total noise energy of the lth

frame is calculated as

StðlÞ ¼
XN
k¼1

Pðk; lÞ ð16Þ

where, N ¼ 128 is the total number of STFT bins as shown in Table 1.Then the
ratio of the noise energy in the jth Bark band of the lth frame to the entire noise
energy in the lth frame is calculated as
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RSðj; lÞ ¼ Sðj; lÞ
StðlÞ ð17Þ

The 18 dimensional feature vector for the lth frame is given by

r ¼ ðRg
S
ð1; lÞ;Rg

S
ð2; lÞ; . . .;Rg

S
ð18; lÞÞ ð18Þ

where, the value of g is found out experimentally as 0.25 for better performance.
Feature extraction is done on a set of noise frames of a particular noise type.
Centroid of a set of such feature vectors is taken as the reference feature vector of
that particular noise type. Similarly, the reference feature vectors corresponding to
each noise type is obtained and stored in an array. To determine the noise type
present in the input noisy speech, the feature vectors of the noise frames are
extracted and a measure of closeness is obtained by calculating the Euclidian
distance between the feature vector and all the reference feature vectors. If a ref-
erence feature vector of a particular noise type is at a smallest distance to the
extracted feature vector, then it is determined that the noise frame belongs to that
particular noise type.

Table 1 Mapping from 256-point STFT bins to bark bands at a sampling frequency of 8 kHz

Bark band number (j) STFT Bins Frequencies (Hz)

Interval (lb(j)-ub(j)) Number of bins

1 1–3 3 0–94

2 4–6 3 94–187

3 7–10 4 187–312

4 11–13 3 312–406

5 14–16 3 406–500

6 17–20 4 500–625

7 21–25 5 625–781

8 26–29 4 781–906

9 30–35 6 906–1094

10 36–41 6 1094–1281

11 42–47 6 1281–1469

12 48–55 8 1469–1719

13 56–64 9 1719–2000

14 65–74 10 2000–2312

15 75–86 12 2312–2687

16 87–100 14 2687–3125

17 101–118 18 3125–3687

18 119–128 10 3687–4000
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4.2 Proposed System

The block diagram of the proposed system is shown in Fig. 2. Based on the type of
noise present, system will automatically choose DWT filter bank or wavelet packet
filter bank with the optimal wavelet basis.

4.3 Implementation Details

For evaluating the proposed method, the noisy speech signal is divided into frames
of duration 32 ms and the overlap between the successive frames is chosen as
50 %. The steps involved in the proposed method are described below:

1. Use voice activity detector and identify the presence and absence of speech in
the noisy speech y. Estimate the multitaper power spectrum of the noisy speech
Smty ðxÞ and the noise Ŝmtn ðxÞ during absence of speech using Eq. 1.

2. Compute the logarithm of the multitaper spectrum found in Step 1.
3. Extract the noise features as explained in Sect. 4.1 and determine the suitable

filter bank and wavelet basis based on the noise type. Use this and wavelet
threshold [4, 5] the log spectrum of noise and noisy speech individually.

4. Obtain a refined log spectrum of noise and noisy speech by using the corre-
sponding synthesis filter bank and compute their respective antilogarithms.

5. Compute the multitaper power spectrum of the clean speech, Ŝmtx ðxÞ by doing
spectral subtraction using the following expression.

Ŝmtx ðxÞ ¼ Smty ðxÞ � Ŝmtn ðxÞ; if Smty ðxÞ[ Ŝmtn ðxÞ
bŜmtn ðxÞ; if Smty ðxÞ� Ŝmtn ðxÞ

(
ð19Þ

where, the spectral floor b ¼ 0:002 [11].

Fig. 2 Block diagram of the proposed speech enhancement system
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6. Calculate the a priori SNR cprioðkÞ using the following expression

SNR ¼
PN�1

i¼0
Ŝmtx ðiÞ

PN�1

i¼0
Ŝmtn ðiÞ

; SNRdB ¼ 10 log10 SNR ð20Þ

7. Compute the l value in Eq. 11 using the following equation:

l ¼
l0 � SNRdB

s ; �5\SNRdB\20
1; SNRdB � 20
lmax; SNRdB � � 5

8<
: ð21Þ

where, lmax ¼ 10; l0 ¼ ð1þ 4lmaxÞ=5; s ¼ 25=ðlmax � 1Þ [11].
8. Obtain gðkÞ using Eq. 11. Compute the enhanced spectrum X̂ðxkÞ ¼

gðkÞ:YðxkÞ and obtain the inverse FFT and use the overlap and add method to
get the enhanced speech signal.

5 Experimental Results

The performance of the proposed method is evaluated using 10 speech signals from
Noizeus [12] database. Clean speech signals corrupted by different noises namely
airport noise, babble noise, car noise, exhibition noise, restaurant noise, street noise,
station noise and train noise were included. Noisy speech at different SNR values
(0, 5, 10 and 15 dB) were used. The proposed method is compared with the
MT_SURE method [11] in terms of the SNR and Mean Opinion Score (MOS).
Table 2 shows the performance comparison.

Subjective evaluation is done to test the quality of the enhanced speech through
listening tests. In subjective evaluation, the speech enhanced by both enhancement
methods at various SNR levels were mixed randomly. It is then presented to 10
subjects in the age group of 22 to 26 years. A Sennheiser HD 203 headphone is
used for this purpose. Subjects were then asked to rate the quality of the perceived
speech in a five point scale (1: bad; 2: poor; 3: fair; 4: good; 5: excellent). The
average score from all subjects is referred to as the mean opinion score (MOS).
Table 3 compares the mean opinion score (MOS), which is the average score from
all subjects obtained with both the methods. It is observed that the MOS of the
proposed method is better than that of the MT_SURE method.
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6 Conclusion

In this paper, an improved speech enhancement method is presented, which is well
suited for different noise environments. The low variance spectrum estimators based
on wavelet thresholding the multitaper spectrum of speech are employed here to
reduce the musical noise. Wavelet denoising is effected using either 5-level DWT
filter bank or wavelet packet filter bank using optimum wavelet basis according to
the type of noise present in the speech. This is an important step in the proposed
speech enhancement system leading to the removal of musical noise and is evident
from the results obtained through subjective and objective tests. The proposed
method gives better SNR and MOS values when compared to the related work [11]
available in the literature.
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Balinese Character Recognition Using
Bidirectional LSTM Classifier

Saad Bin Ahmed, Saeeda Naz, Muhammad Imran Razzak,
Rubiyah Yusof and Thomas M. Breuel

Abstract The character recognition of cursive scripts always be provocative. The
inherent challenges exists in cursive scripts captured researcher’s interest to crop up
the issues that surface in building a reliable OCR. There exists many ancient
languages that require state of the art techniques to be applied on them. Every such
language has its own inherent complex structure. We proposed Balinese character
recognition system by Recurrent Neural Network (RNN) approach, so that their
characteristics may get substantial attention from research community. The
Balinese has Brahmic Indic ancestor having cursive writing style nearest to
Devangri, Sinhala and Tamil. We employed BLSTM networks on Balinese char-
acter recognition.

1 Introduction

Balinese is considered as one of the ancient languages currently resides in Indonesia.
This language is derived from Brahmi Indic in ancient India. Currently, it is speaking
by 3.3 million people in Indonesia’s Bali Island. Apparently it seems an ornamental
in writing closer to Indic scripts of devanagri style as shown in Fig. 1. Balinese in its
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true form is gradually fading specially in written mode. Most native speakers use it
with the combination of other Indonesian languages. Balinese is not been used
extensively in it’s native ground rather it is extensively being used at transmigration
areas outside its native region. Because of its capability of serving as communication
medium outside Bali to make it believe that it may play a vital role in its survival.
The Balinese main words borrowed from Javanese. The Kawi is considered as
official language of Bali island.

The inherent ability of Balinese as a cursive language make it closer to other
cursive languages like Chinese, Japanese, Arabic, Indic, Jawi etc. The challenges
face by each cursive language is almost same but nature of script expose explicit
struggle to that. The Balinese text is written from left to right and words are not
separated by spaces as represented in Fig. 1.

In Balinese, there are basic characters and some supporting characters which
must appear with base character. The association of such character is really a very
challenging task to perform. There are various vowel symbols that may appear with
a character to sound it as meaningful. The determination of such patterns with base
character is a subtle task. The diacritical marks in Balinese script is not only dots
instead, it has different shape characters known as diacritical marks. The complete

Fig. 1 Balinese handwritten text

Fig. 2 Basic character set of Balinese (http://rishida.net/scripts/balinese/)
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character set of Balinese is represented in Fig. 2. The basic motive of this research
work is to explore challenges that have been identified in Balinese character
recognition. The next section compiles the literature review. The description about
dataset has been explained in Sect. 3. The preprocessing phase and feature
extraction have been outlined in Sect. 4. Section 5 represents the methodology that
has been followed during recognition and the experimental evaluation and results
have been presented in Sect. 6.

2 Literature Review

Although very limited work has been done on Balinese script. But recently, very
less research efforts have been made to bring ancient languages into light so that the
interest shift of research community towards introduction of state of the art tech-
niques on ancient languages would be possible. The manuscript on recognition of
Balinese character represented by [1]. They gather dataset locally and extract fea-
tures by principle component analysis technique. They computed Eigen vector and
Eigen values on covariance matrix of training patterns and kept the highest Eigen
vector value. According to Eigen values the known pattern is mapped into image
space and weights were stored. They applied backpropagation algorithm as clas-
sifier. The evaluation has been performed on variation of different number of
dataset at train, validation and test set as mentioned in their manuscript. They
evaluate their proposed method by giving different number of hidden layer neurons
and momentum value. They reported 96.7 % accuracy on Balinese character
recognition.

Another manuscript by [2] proposed semantic feature and K-nearest neighbor
algorithm was used for recognition of Balinese script. They extracted features of
Balinese characters from KNN. The nearest neighbor value is used to compare with
test patterns for the purpose to recognize the given pattern. They take height and
width of a character into consideration. Moreover, they divided the characters in
three parts such as upper, middle and lower part. They make histogram of each part
and evaluate their proposed method on 54 number of test characters which itself
considers less samples for evaluation. They reported 88.89 % character recognition
accuracy.

Other than Balinese, there are various cursive languages that posed challenges to
researchers due to their complex structure and nature. Arabic script is considered as
one of such complex cursive language due to its character variability [3, 11]. There
have been performed an intensive research in Arabic script recognition since few
years. One such work is proposed by [4] for recognition of printed Urdu text. They
used window based approach for feature extraction and employed bidirectional long
short term memory networks as classifier. They reported 97.63 % accuracy on
character recognition of Urdu language. Another work on offline handwritten Urdu
recognition by BLSTM is proposed by [5]. They had taken samples from different
users on plain paper and applied horizontal profile for text line segmentation. After
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extracting text line separately, they employed Otsu binarization technique for the
purpose to remove noise from scanned images. The skew was corrected by deter-
mining the coordinate values. The window of 30 x 1 was used to traverse the image
and train the given patterns. As BLSTM is segmentation free technique it implicitly
segmented the given characters from text line. They reported significant accuracy
on character level.

3 Data Set

It is obvious that data set plays a vital role to investigate the potential of state of the
art classifiers. There are many recent dataset have been developed of cursive scripts
[4, 6]. We proposed dataset of handwritten Balinese script that was gathered from
20 native Balinese speakers. All writers have written 15 text lines with same text
given to them. The detail statistics about dataset is summarized in Table 1. The
sample text were taken from booklet named Buku Penunjang Materi bahasa Bali—
Widyasari, Sekolah Dasar Kelas written by Tri Agung.

The ground truth is defined by assigning labels to each pattern. Each symbol
represents utf-8 encoded Balinese character. We identified 92 different classes of
Balinese script. This was a tedious task to identify distinguished classes because
same character may appear with vowel sign, with diacritical symbol or may appear
as an independent entity. We consider all shapes of same character that may change
its appearance, as different classes. The complex structure of Balinese consonants is
depicted in Fig. 3. The determination of each shape is a complicated issue to
address, as mentioned in figure below.

The dataset was divided into train, validation and test set as depicted in Table 2.

4 Preprocessing and Feature Extraction

The base lines were provided to authors so that less effort may serve for correcting
the skew of a given text. The text was taken from blue pen. After taking samples,
the pages were scanned. The yielded text was taken in blue color; therefore all other
colors were considered as noise and be removed.

Table 1 Balinese dataset
characteristics

Balinese dataset detail Statistics

No. of writers 20

Number of text lines per page 15

Total number of text lines 300

No. of characters per page *435

Total number of characters *8700
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The taken samples were segmented into text lines by projection profile method.
Algorithm 1 shows the steps that were performed to segment the text page into text
lines.

Algorithm 1

1. The Grayscale image (Ig) is converted into Binary Image (Ib).
2. Horizontal projection (IHp) of Ib is computed, which is the sum of each row.
3. IHp is scanned if a non-zero number is found that position is marked as X (line

upper row no) and then continue search for zero value if a zero value is found
that position is marked as Y (line lower row no).
Here X and Y indicate the text line positions.

4. The text line positioned at X and Y is cropped from Grayscale image (Ig).
5. The step 3 and 4 is repeated for the whole image.

We employed Otsu thresholding to remove the noise and convert it into gray
scale. The skew of image was corrected by calculating variance of horizontal
projection method. In this method the image is projected by different angles and
only computes the variance of horizontal projection. The windowed approach was
used to tune up gray scale pixel values corresponding to each transcription. The
feature matrix was formed and passed to BLSTM classifier for training purpose. We
used 30 � 1 window size to get features of given transcriptions as represented in
Fig. 4.

Table 2 Balinese dataset
characteristics

Dataset distribution No. of transcriptions (text lines)

Train set 150

Validation set 90

Test set 60

Fig. 3 Different variations of Balinese characters. a The native consonants occurred with the
vowel signs having base and upper character, b The native consonant with diacritical mark, c This
is so complex structure of Balinese characters. It has upper, base and lower parts. The upper part is
a diacritical mark whereas base and lower parts are native consonant symbols, d Simple native
consonant e native consonants with vowel signs at lower part
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5 Methodology

This section provides schematic method followed for evaluating Balinese script.
The same text was taken from all individuals for the purpose to take variations of
same characters that may occur due to individual’s writing style. We tried to cover
almost all Balinese characters, special symbols and numbers. We have provided
text line image and ground truth of every transcription to BLSTM classifier as
depicted in Fig. 5. As BLSTM is a RNN technique specialized for learning
sequences in forward as well as backward direction. The simple RNN has a
capacity to hold data for shorter period of time. When problem grows exponentially
and becoming complex then simple RNN cannot handle to manage history of
previous computations and resulting in a loss of sequence. To address this van-
ishing gradient problem [7] Long Short Term Memory (LSTM) was introduced [9].
Because of LSTM we may contain history as long as we need it and discard it later.
The LSTM employ both in forward and backward direction.

The tuning parameters are number of hidden LSTM cells, momentum and
learning curve values. As learned from recent research on BLSTM as evaluating

Fig. 4 Highlighted pixel values of corresponding transcription

Fig. 5 Proposed methodology
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technique [4, 5, 8, 11]. We noticed that every time best result was calculated on 100
LSTM cells. We have decided not to play with hidden layer LSTM cells instead we
tried to get better result by tuning the value of learning curve while keeping fixed
100 LSTM cells and momentum 0.9.

By Connectionist Temporal Classification (CTC) output layer [10], the align-
ment of a sequence is no more difficult to maintain because of the prediction it
makes at any point in time against input label until overall sequence of label
become correct. Furthermore, the complete sequence of probability is estimated
which remove the need for post-processing. The CTC has same number of units as
number of input classes with additional blank symbol [7]. The CTC output defines
all possible probabilities of occurrence of character symbol against input individual
character symbol. The final probability is calculated by considering all probability
of individual character symbol.

6 Evaluation

As discussed in previous section that we take learning rate instead of hidden
number of neurons as a measure to evaluate the performance of given classifier. We
performed experiments by giving various learning rates. By learning rate we can
control the size of weight and bias value that changes during learning of training
patterns. Learning is dependent on number of training patterns. If there would be
large number of training patterns then it might produce desire results in comparison
to provide less number of training samples having less variation. We divided our
data set as 50 % training, 30 % validation and 20 % testing. With this division we
got our desired results. But in our experiments, we tried to inquire, how learning
rate can impact the recognition error. Table 3 represents training and validation
error that has been reported during training process when provided different
learning rates. The CTC error measure was used to evaluate the performance of
training because CTC has fastest convergence capability than other character error
measures [10]. The graph edit distance measure was used to count number of
insertions, deletions and substitutions with respect to each test set transcription. The
testing shows a promising results on this ancient cursive script.

Figure 6(a–d), shows the trend of learning curve that has been observed during
training phase. As represented in Fig. 6a, the training curve maintains considerable
distance from 0 but validation overlapped it at 60th epoch. It means a network is
getting over-trained which incurs problem of over-fitting. In Fig. 6b, represents the
ideal case of over-training or over fitting one can observe the difference between
training and validation curves. It shows network gets trained on same patterns rather
than on other variation. This is a reason that two curves are opposite to each other.
Figure 6c represents ideal curves that have been made during training phase. The
validation maintains reasonable distance from training curve. The best result is
recorded on 0.01 learning rate. Figure 6d represents the same pattern of learning as
Fig. 6a.
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Fig. 6 Performance curve at different learning rates

Table 3 Training and
validation error with learning
rate

No. of epochs Training error Validation error

Learn rate = 0.0001

1 7.22 5.95

20 4.53 4.2

40 3.95 3.72

60 3.46 3.36

Learn rate = 0.001

1 5.76 4.86

20 2.17 4.33

40 0.635 5.73

60 0.16 6.52

Learn rate = 0.01

1 12.9 14.4

20 2.5 7.02

40 1.73 7.33

60 1.52 6.42

Learn rate = 0.1

1 23.2 10.6

20 5.19 4.63

40 5.11 4.53

60 5.05 4.47

208 S.B. Ahmed et al.



6.1 Benchmarking of Balinese OCR

As we have observed in previous section that by changing in learning rate we can
have varied recognition rate at character level as summarized in Table 4. In this
section, we assumed Luh Prapitasar [1] work as a benchmark and evaluate BLSTM
classifier on same setting and on same database distribution as mentioned in their
manuscript. As momentum and learning rate also contribute in network learning. In
our experiments we fixed momentum as 0.9 and learning rate as 0.01. The dataset
divided into 40 % as training, 30 % as validation and 30 % as testing. The acquired
result by this distribution is mentioned in Table 5.

The experimentation results with the dataset distribution ratio of 50 % as
training, 25 % as validation and 25 % as testing are depicted in Table 6. Whereas,
the acquired results on 60 % as training, 20 % as validation and 20 % as testing has
been summarized in Table 7.

The BLSTM is a context learning approach that may apply on sequential data
like in cursive scripts, to get maximum accuracy on intricate data. If more variation

Table 4 Learning rate
statistics

Learning
rate

Time
(s)

Recognition
rate

No. of
epochs

0.0001 1620 58.01 94

0.001 1427 80.14 87

0.01 1274 98.75 110

Table 5 Experiment result
on 40:30:30 dataset
distribution on BLSTM
classifier and its comparison
with BackPropagation
Algorithm

Hidden layer
neuron/cell

No. of epochs Accuracy

BP/BLSTM BP BLSTM BP BLSTM

10 247 93 73.45 56.72

25 240 102 92.86 73.24

50 325 88 93.42 86.31

75 238 116 93.47 93.58

100 229 123 93.49 96.17

Table 6 Experiment result
on 50:25:25 dataset
distribution on BLSTM
classifier and its comparison
with BackPropagation
Algorithm

Hidden layer
neuron/cell

No. of epochs Accuracy

BP/BLSTM BP BLSTM BP BLSTM

10 259 89 88.24 61.38

25 239 94 94.03 79.02

50 260 105 95.71 89.05

75 235 113 94.67 95.21

100 246 117 94.93 97.89
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of data is provided during training then the accuracy may stretch to its maximum as
observed from performed experiments result. While the BLSTM accuracy on less
number of hidden layer cells means that the network does not have enough hidden
cells to learn various contexts. Initially, BLSTM classifier has less accuracy due to
scarcity in context learning. The maximum accuracy is been reported on 100 hidden
layer cells which is greater than the accuracy reported by [1].

7 Conclusion

To recognize ancient characters always been a enthralling endeavor for research
community. Balinese script has such a potential that motivate pattern recognition
researchers to dig-out solutions for segmentation of such cursive scripts. As
explained earlier in manuscript that Balinese has very complex structure and nature
of representation. For such complicated scripts the use of segmentation free
approaches make the task easier. The powerful structure of BLSTM makes it
possible to learn the complex sequences like we have in Balinese without seg-
mentation of characters. Numerous feature extraction approaches may apply to get
more accurate results on this intricate script. There exist other classifiers that may
help to get desired results other than RNN. But as mentioned earlier that key point
of RNN is its sequential learning and for recognition of such subtle scripts, context
is more important to learn.
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An Automated Multiple Choice Grader
for Paper-Based Exams

Abrar H. Abdul Nabi and Inad A. Aljarrah

Abstract In this paper an automated multiple choice grader for paper-based exams
is implemented. The system consists of two main parts, a software program and a
document feeder scanner. The exam papers are fed to the scanner which scans them
one by one and send them as an input to the software. The software program
recognizes the student Identification Number (ID) and the answers for each exam
paper and reports the final results in an Excel sheet. The system starts by applying
an aligning procedure and segmenting the scanned image in order to extract form
number, student ID, and answers boxes, then a pre-processing step that handles all
irregular cases of input is implemented; where in this step a best possible shape that
results in the highest recognition accuracy is gained. After getting a proper sepa-
rated characters and numbers, a feature extraction process is applied on each
character/number to calculate its feature vector. The feature vector is then compared
with templates of feature vectors for each of the answers choices and numbers with
their variations, where both characters and numbers are in English language. After
recognizing all the answers and all ID number digits; the system starts grading the
student paper and comparing student answer with the pre-entered key answers.
A recognition rate of 95.58 % is attained.

1 Introduction

The procedure that recognizes handwritten characters and numbers in scanned
images is referred to as Optical Character Recognition (OCR) [1, 2]. The OCR of
our system is implemented to meet system domain, where the system is designated
for grading the multiple choice exam papers. Any OCR system consists of many
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phases or layers, a specific function is performed in each layer, and the output is
forwarded as an input to the next stage.

The system OCR phases are: preprocessing, segmentation, feature extraction and
classification. First, the input to the system is preprocessed by converting the
gray-level image to a binary image; since binary images are much easier to handle
than gray-level images through representing each pixel by only one bit either zero
or one. The next step in the preprocessing involves applying several filters on the
binary image to eliminate different noise such as scars and isolated pixels. Then the
image will be inverted so that the pixels that represent the object/character have
values of ones while the background has values of zeroes.

The system has two parts according to its domain, the first one is the student ID
recognizer, and the other one is the answers recognizer. The segmentation stage will
be applied only on student ID, where digits are split from each other. The feature
extraction phase includes calculating the features vector, which consists of four
features: Polar Shape vector, Euler Number, Eccentricity and Solidity properties.
The last phase is the classification; in which the resultant feature vector is matched
to pre prepared database of feature vectors that includes samples of each of the
English numbers for student ID and the first five English letters that represent the
options of answers in all their forms. A resizing factor is applied to the input to
guarantee a certain scale; the same as the template. Two classification methods are
performed in parallel, one is to directly perform Correlation Coefficient formula to
detect the closest template pattern that highly matches the input depending on the
resultant values; which is the lowest hence the closest. This formula does not need
any feature extraction; it is applied directly after the preprocessing phase finished.
Meanwhile we perform in parallel the features extraction techniques to further more
classify them later on by calculating the nearest neighbor distance. A voting pro-
cedure between the results of both paths is applied to reach the final decision of the
classification. In other words, the classification procedure we perform is the nearest
neighbor between each extracted vector of the input and the calculated one for each
template simply by calculating the absolute distance. This problem is one-to-many
classification; meaning that we calculate the difference for each input against all
stored templates, then we compare these differences against previously selected
thresholds to reach the final decision. Our feature vector is formed as the following;
we extract shape properties such as eccentricity, solidity, Euler number, polar shape
vector and/or detection of corners, edges and lines, then we concatenate these
values into one feature vector which is the final form that is ready for classification.
We conduct two experiments where the first one we use absolute difference, and in
the other experiment we perform the Euclidean distance [3, 4], the results from both
experiments were almost the same, so we announce the results for the first one only
due to the space limitation.

The threshold were selected carefully according to the first order statistics such
as the mean; where for each class type (number or letter) we collect many templates
covering almost all the possible variations that may occur in the real time of writing,
then we extract the feature vector for all these templates and calculate the mean
vector per each category. For example, for the letter A class, we average all the
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features related to templates that are from this class; this mean vector form the final
threshold value that is ready to be used during classification. For a given input
image; we can compare its feature vector against all the mean vectors for all classes;
the minimum result indicates the nearest neighbor which is the winner to join this
input to it. The results of our system are performed on test images that are selected
from real exam experiments, noting that there is no any intersection between our
templates dataset and the tested images.

To improve the accuracy of the system, the number of the samples in the
database should increase in order to reduce the rate of misclassifying characters.

The rest of this paper is organized as follows: Sect. 2 presents the related work.
Section 3 discusses the proposed methodology. Section 4 talks about the experi-
ments and gives some experimental results. Finally, the conclusion and the future
work are presented in Sect. 5.

2 Related Works

The development of Optical Character Recognition (OCR) can be traced back to the
work performed on two main applications which are: expanding telegraphy and
creating reading devices for the blind [5]. Then the OCR engine has been developed
and widely used in many applications; such as: data entry for business documents,
e.g. check, passport, invoice, bank statement and receipt, automatic number plate
recognition, making textual versions of printed documents like book scanning,
making digital or electronic images of printed documents searchable like Google
books, and converting handwriting in real time to control a computer which is
known as pen computing, and many other applications that operate mainly on the
OCR engine [1, 2, 6–11]. Most of the recent and previous work that is done in
developing any OCR software usually contain a common similar pre-processing
step before recognizing the characters or words in a given input image; this step
begins with image alignment to make the lines of the text perfectly horizontal and
vertical, then applying some filters that smoothen the edges and reduce or remove
the noisy pixels, then a binarization step is applied on the image to convert it into a
binary image; still this step is not needed in some algorithms [12], after that the
non-glyph lines and boxes should be removed and cleaned up, then identifying the
major objects such as paragraphs, columns, captions, etc; this is often called
“Zoning”.

Then detection methods are used to detect words and characters; in case of the
input being an image with multiple lines; then words should be segmented to get
separated, after that the processing should handle character after character; by
applying some segmentation techniques, but still the problem of processing con-
nected characters due to any artifacts or noises is a quite challenging in this step;
since these characters should be isolated correctly, as the same problem of having a
single character that is broken into multiple segments; in this case the character
should be connected correctly. Finally, a scaling factor should be applied to unify
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the size of the characters in order to ease the recognition process against the stored
templates in later phases. Mainly two approaches are used in character recognition
[13]; Matrix matching and Feature extractions. The first method tends to compare
the input image to a stored glyph or to use pixel-by-pixel basis as in the pattern
matching or recognition algorithms; but this technique is still constrained to the
variety and capacity of the database that contains the stored templates [14, 15].

The other technique tend to decompose the glyph or the input character image
into set of features; like lines, lines intersections and directions, closed loops, etc.,
then these features are concatenated to represent one Feature Vector; which can be
used in many classifiers to decide the similarity of the input feature vector and the
feature of the stored templates. The most commonly used classifiers in the domain
of OCR’s are the Nearest neighbor classifiers such as the k-nearest neighbors
algorithm [16], which compares the image features with stored glyph features and
choose the nearest match [17]. Many software systems have been developed and
released; the most well-known are Tesseract and Cuneiform. Both of these software
use a two-pass approach; where the additional second pass uses the letter shape that
is recognized with high confidence on the first pass; in order to better recognize the
remaining letters on the second pass; this can give a very good performance in case
of low-quality scans where the font is faded or blurred [18–20].

Many other types of software were developed using different algorithms in
extracting features or even in the similarity measure phase. Our software is cus-
tomized and dedicated for the purpose of recognizing certain characters in the
process of grading a multiple choice exam scanned forms.

Different than the previous works, in this paper we propose to design and
implement our system following simple classification procedures and selecting
various types of features that can work well in our target domain; resulting in
gaining compromised speed and accuracy and in the same time satisfying the target
need of such software. The types of features that we mainly extract are of
shape-related types [21], which can perform better against Tesseract software.

3 Implementation Details and Methods

After the scanner finish scanning all papers, the system then starts processing them
image by image, so the input of the system is a gray level scanned image repre-
senting the student exam paper, and the final output after grading all students’
papers is an Excel file sheet, as shown in Fig. 1.

A detailed view for three subsystems; the Parser and both ID and Answers OCR
systems is illustrated separately in Figs. 2 and 3. Firstly, the image goes through the
Parser five steps, and then the resultant is forwarder to either ID recognizer or
Answers recognizer. The output of the Parser is belong to three kind of block
image: ID block, Form number block and Answer block, both student ID and form
number blocks are forwarded to ID recognizer, and the answer block is forwarded
to Answer recognizer. The recognizers almost have the same basic steps
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functionality but with difference of that the Segmentation step is eliminated from
the Answer OCR, also some minor changes in some steps implementations are
applied. The system keeps tracking and maintaining every student ID and the
answers that belong to it in order to grade it later depending on the answer key
which is entered previously by the user of the system. Each of any steps will be
discussed independently later on.

In order to make sure that a small misalignment in the scanning process will not
result in a wrong location of the required fields (form number, student ID, and
answers); an aligning procedure is applied on the input image. Some calculations
are made on a stored template exam paper to figure out the distances between a

Fig. 1 General view of the system

Fig. 2 Parser system

Fig. 3 Proposed OCR system
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predetermined reference point and the answer boxes and the ID box. This reference
point is located in the center of the upper line of the form number block. Since these
distances are fixes relatively to the reference point, all the difficulty is stated in how
to locate properly this reference point, upon this step the remaining part of locating
answers blocks and ID block will be very easy.

This reference point is located in the center of the upper line of the form number
block. Since these distances are fixed relatively to the reference point, all the
difficulty is stated in how to locate properly this reference point, such trick can ease
the locating of the remaining part of answers blocks and ID block; however the key
challenge is how accurately detect this point, and this solved by enforcing small
constrain on the exam paper format.

The format of the exam paper should have some properties to ease the process of
parsing; the most important one is that the boxes (answers, ID and form #) should
be surrounded by a border with thickness of 2px minimum, such a thickness can

Fig. 4 A sample of the multiple choice exam paper
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ease the line detection procedure which further locating the reference point
comfortably.

The classification is performed by calculating the correlation coefficient between
the input sample and the stored templates. Ten template samples are used in this
work for each symbol (letter or digit). Figure 4 shows an example sample that is
used throughout our experiments in the proposed software system.

4 Experimental Results

The proposed approach has been implemented and tested using Matlab alongside C#
environment. The system is operated on different images taken from 27 exam papers
belong to students from a random class, where these exam papers have been scanned
and saved as images for testing purposes. For each sample (exam paper), the number
of correctly recognized student answers and ID digits are counted and the recog-
nition rate is computed. The recognition rate for the form number is 100 %; this rate
is reached because the form number is written in the computer English language and
printed out in the exam paper, so it is not from human writings.

The total time of processing each input image (starting with scanning the exam
paper and ending with grading it) is 1–4 s, for the first couple of exam papers, the
scanner initially spend around 3 s due to mechanical issue, then the time difference
is decreased as the scanner begin to be faster for scanning the rest of exam papers.
Our processing time for recognition is only 0.5–1 s on normal office desktop
computer [6 GB RAM, i7 2.20 GHz per core]. Many other OCR engines spend
more time to process such input image, and may generate higher recognition
accuracy, knowing that some use higher hardware capacity, or even too much
complicated fancy preprocessing or post processing techniques to reach such very
high accuracy. However, the nature of our problem is quite different from the usual
character recognition problem; since recognizing handwriting of exam papers are
extremely hard, and du to the fact that the nature of human in the exam conditions
tends to have huge pressure and stress which consequently affect his writings,
which leads to have higher variations and noises, that means more difficult pro-
cessing in such scanned images from these exam papers is needed. However, our
main contribution is to design a holistic recognition system application that can
potentially release as mature product to toggle the problem of grading exam papers
with automated version software, trading off two issues; accuracy and performance.

Recently, some organizations conduct student exams using online-examination
servers as an alternative solution to handwritten ones. However, there are many
accompanying limitations to such alternative, mainly: (1) online exams usually
suffers from limited resources as the number of students in each exam session is
huge; this limits the capacity of resources that the organization can offer during that
session; (2) typical sudden power failures which thus requires re-conducting that
exam session and thus affecting mainly the students psychology state and adding
more pressure and stress on them, in addition to the waste of time and resources that
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are needed to be re-allocated to re-conduct that exam session. Such limitations rise
the need to develop our proposed automated system which can be replaced such
online alternative system limitations and in the same time retaining the benefits of
the handwritten multiple-choice exams.

Even though our system accuracy results are not 100 % and can generate some
erroneous grades, this is usually can be solved by simply depending on the students
to flag any erroneous grades; as the original papers well be distributed back to the
students alongside their grades. Thus, any erroneous result will be identified right
away by the student and get returned back to the teacher who can shortly revise the
erroneous paper by comparing the exam paper results with the key answers and
grade it to give it back to the student. However, this automated software system
prediction faults is similar to the typical human faults; as the teacher can always have
a potential erroneous grade by mistaking the answers by either reading it wrongly or
unintentionally mistaken the key answer due to high volume of papers to be graded
that can add huge pressure and stress on the teacher during the grading process.

But this is the first release of this software, still there are many enhancements can
be integrated In this work such as increasing the size of templates dataset or
performing many experiments on more diverse testing sets and etc., however many
possible enhancements can be conducted to reach better performance and more
reliability in the future.

Table 1 Results of the
answer’s OCR according to
the 27 exam papers test set

Symbol All samples Wrong Correct

A 114 10 104

B 115 13 102

C 102 2 100

D 101 3 98

E 108 1 107

Total 540 29 511

Average 100 % 5.37 % 94.63 %

Table 2 Results of ID digits
according to the 27 exam
papers test set

Digit All Wrong Correct

0 102 2 100

1 69 0 69

2 36 1 35

3 6 1 5

4 3 1 2

5 10 0 10

6 6 0 6

7 35 0 35

8 7 0 7

9 23 3 20

Total 297 8 289

Average 100 % 2.69 % 97.31 %
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Tables 1 and 2 report the results for some of these samples. As can be figured out
from Table 1, the estimated overall recognition rate for answers samples is 94.63 %.
The results reported in Table 2 show a recognition rate of 97.31 % for ID digits
samples. The total Error rate is 4.42 %mean while the total Accuracy rate is 95.58 %.

5 Conclusion and Future Work

In this paper a software program that can be used in conjunction with a scanner is
developed to implement a multiple choice exam grading system. The main
prospective of the system is to support instructors with new tools to facilitate and
speed up the educational process. It is believed that this project can be translated
into a product that can deal with a real necessity. Approximately, a recognition
accuracy of 94.63 % is accomplished so far for characters group, and about
97.31 % for numbers group, but this is just the start and the accuracy is expected to
improve considerably by working more on it, like increasing the number of tem-
plate samples and by employing more features and classifiers.
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Nonlinear System Modelling Utilizing
Second Order Augmented Statistics
Complex Value Algorithm

Chukwuemena Cyprian Amadi, Bukhari Che Ujang
and Fazirulhisyam Bin Hashim

Abstract The recently introduced augmented complex nonlinear gradient descent
(ACNGD) algorithm for complex domain adaptive filtering which utilises the full
second order statistical information is shown to be suitable for the processing of
both circular and noncircular signals. By virtue of the underlying widely nonlinear
model, the complex nonlinear gradient descent (CNGD) is shown to successfully
model conventional system, however, unable to model the widely nonlinear system,
and the ACNGD is capable to model both the conventional and widely nonlinear
system. Simulations in adaptive modelling context for signals with different
probability distributions and degrees of circularity support the analysis.

Keywords Widely nonlinear modelling � Augmented complex statistics �
Augmented (CNGD) � Improperness � Nonlinear systems � Circular and noncir-
cular complex signals � System modelling

1 Introduction

Signals processing in terms of circular and noncircular data, plays a vital role in
wireless communication development [1], radar and environmental science [2]. In
the meantime, machine learning theories and novel signal processing have been
developed to address the arising challenges in circular and noncircular signal
processing.
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In the past years, much noticeable research effort was put to develop new effi-
cient approaches for noncircular dilemma, however in practical point, circular
models are applied and adapted in a suitable way. A question needs to be raised, to
find a definitive answer whether the nonlinear model system would satisfy the
condition of both circular and noncircular signals. T. Adali, was able to conclude an
important result in that direction, where nonlinear model exhibits optimal perfor-
mance for the modelling of linear signal, particularly in the presence of noise [3].
Many benefits can be noticed in the usage of nonlinear models for linear noisy
dilemma especially in sonar literature and radar systems [4].

In many technologies, the signals are sometimes complex-valued [5]. In order to
process such signals, complex least mean square (CLMS) algorithm has been
introduced in 1975 to fulfil that need. Since that time complex-valued adaptive
filters have attracted various researchers. However, reducing the computational
complexity and performing fast convergence are important issues in processing
complex valued signals. Hence a prominent gradients based algorithms; complex
nonlinear gradient descent (CNGD) and augmented complex nonlinear gradient
descent (ACNGD) are selected. Both algorithms proved to be stable and robust, but
with enhanced performance for the ACNGD over the CNGD due to the existence of
the augmented statistics. The “augmented” [6] has path ways for the efficient
possibility of designing adaptive filtering algorithms appropriate for circular and
noncircular signal processing.

Both of these algorithms have been established in signal processing. Yet, the
analysis on the performance in system modelling background is still a subject of
ongoing research [3, 5, 11]. In this paper, the nonlinear system and widely non-
linear system are used for the modelling performance, evaluation of CNGD and
ACNGD algorithm.

2 Element of Augmented Complex Statistics

Augmented statistics in the complex domain are estimated to be straight forward
expansion of those in real domain. For example, the covariance matrix of a zero
mean complex vector, Z is normally considered to be the extension of the real
covariance E{xxT}, however, when the transpose operator (.)T is replaced with
hermitian operator (.)H it becomes E{xxH} [7]. This is only true for circular
complex data and does not hold true in many application [8].

The augmented complex statistic accounts for both covariance and
pseudo-covariance matrix by which for any complex random vector x
εCm;Efxg ¼ 0. The covariance matrix can be define as,

Cxx ¼ EfxxHg; Pxx ¼ EfxxTg ð1Þ
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where Cxx is the covariance matrix and Pxx is the pseudo-covariance matrix [9]. To
allow the use of all data present in the complex random vector, the augmented
complex vector xa can be define as,

xa ¼ x
x�

� �
ð2Þ

where (�)* represents the complex conjugate operator. Then the covariance matrix
Cx
a
x
a is given by,

Cxaxa ¼ Cxx Pxx

P�
xx C�

xx

� �
ð3Þ

This information contains both the covariance and pseudo-covariance matrix of
xa. For circular complex data, Pxx = 0, but for non-circular data, only the Cxx and
not the Pxx matrix results in under modelling [10]. To design adaptive filter suitable
for general complex processes, the second order statistical information present
within the signal of the ACNGD [11] will use the augmented complex vector as the
input to the filter.

3 Data Driven System Modelling Algorithm

The adaptive filter model structure shown in Fig. 1, operates in a system modelling
setting, consists of x(n) which is the random circular or noncircular input to the
adaptive filter, y(k) is the filter output signal and d(k) is the desire signal from the
system output.

e(k) ¼ 1
2
eðkÞj j2¼ 1

2
dðkÞ�yðkÞj j2 ð4Þ

Fig. 1 System modelling block diagram
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where e(k) is dissimilar between the desire signal output and the filter output signal
used to update the weight vector to reduce cost function. The weight update is
shown as,

h(kþ 1Þ ¼ h(k)þ lrWe(k) ð5Þ

where l is the real-valued learning rate, r is the gradient and e(k) is given as (4).
The CNGD and ACNGD algorithms operate on the principles of (4) and (5).
However, the ACNGD model further enhances the CNGD model to fully capture
and utilizes the second order statistics. The algorithm weight update vector uses a
stochastic gradient based adaptation which is discussed in the next section.

4 The CNGD and ACNGD Algorithm

The standard output of the conventional nonlinear finite impulse response filter
trained by the CNGD algorithm is given as,

y(k) ¼ UðxTðkÞwðkÞÞ ð6Þ

and the weight update is given as,

w(kþ 1Þ ¼ w(k)þ lfU0ðkÞg�e(k)x�ðkÞ ð7Þ

where U is the fully nonlinear function chosen from a class of fully complex
nonlinear function [3], e(k) is the output error, l is the learning rate and y(k) is the
output signal, w(k) is the weight update vector at time instant k, while U0ð�Þ is the
derivative of the nonlinear activation function. The output of the widely nonlinear
version of the CNGD, called the augmented CNGD (ACNGD), proposed in [12],
[13] can be summarized as,

y(k) ¼ UðxTðkÞhðkÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Standard part

þ xHðkÞgðkÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Augmented part

Þ ð8Þ

and the weight update is given as,

h(kþ 1Þ ¼ h(k)þ lfU0ðkÞg�e(k)x�ðkÞ ð9Þ

g(kþ 1Þ ¼ g(kÞþ lfU0ðkÞg�e(k)x(k) ð10Þ

where h(k) and g(k) are the standard and conjugate weight update vectors of the
filter,
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5 Simulations

A comprehensive comparison for the performance between the training CNGD and
ACNGD algorithms for the block diagram shown in Fig. 1 is provided in Figs. 2, 3,
4, 5. The nonlinear FIR filter is trained with fully nonlinear gradient functions, i.e.,
CNGD [12] and ACNGD [13], in which the learning algorithms are used for the
modelling of various systems, the tanh nonlinear activation function is used for all
algorithms. However, simulations were conducted in system identification setting, to
generate the circular and noncircular input feed to the system and filter, the inde-
pendent identical distributed (iid) is chosen to be white Gaussian noise defined as,

A1 : z(k) ¼ Uð0:35wðkÞþwðk� 1Þþ 0:35wðk� 2ÞÞ ð11Þ

Fig. 2 Circular and noncircular CNGD performance for NMA (3) modelling. a Circular signal,
b Noncircular signal
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A2 : z(k) ¼ Uð0:35wðkÞþwðk� 1Þþ 0:5ðwðk� 1Þ�Þþ 0:35wðk� 2Þþ 0:25ðwðk� 2ÞÞ�Þ;
ð12Þ

where A1 is a nonlinear system NMA (3), A2 is a widely nonlinear system WNMA
(3) which is the extension of NMA (3). Uð�Þ is the nonlinearity tanh function which
is the same as the CNGD and ACNGD algorithm nonlinearity function used. The
simulation is conducted under two cases:

i. Modelling of NMA (3)
ii. Modelling of WNMA (3)

Fig. 3 Circular and noncircular ACNGD performance for NMA (3) modelling. a Circular signal,
b Noncircular signal
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This is to illustrate the usefulness of comparison of both algorithms for system
order identification of augmented and conventional complex system.

5.1 Nonlinear MA(3)

For this simulation, the signal length L is chosen to be 200,000, learning rate =
3 � 10−1, and tap length = 3. In the first set of simulation, the performance of
CNGD and ACNGD algorithms are analysed for a NMA (3) system.

Fig. 4 Circular and noncircular CNGD performance for WNMA (3) modelling. a Circular signal,
b Noncircular signal
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Figure 2 depicts the simulation for the modelling of nonlinear MA (3) system
given in (11) using the CNGD algorithm with circular and noncircular random
noise signal to the filter and system. The FIR filter was able to model the system
output with little changes in the circularity difference. Table I depicts the circularity
difference.

Figure 3 shows a similar figure trend using the ACNGD learning algorithm. This
proves that both algorithms will perform identically with little changes in the cir-
cularity difference due to the present of the standard part (8) in the algorithm.

Table 1 illustrates the circularity difference between the CNGD and ACNGDwith
nonlinear MA (3) system given in (11), the input to the filter and system will always
be the same. Hence, both algorithm performed identically with same input circularity
into the filter and system, and same output circularity from the filter and system. This

Fig. 5 Circular and noncircular ACNGD performance for WNMA (3) modelling. a Circular
signal, b Noncircular signal
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depicts the relationship between the CNGD and ACNGD standard weight present in
the algorithms values with the nonlinear MA (3) system given in (11).

5.2 Widely Nonlinear MA(3)

In this simulation, the performance of CNGD and ACNGD algorithms are analysed
for a widely nonlinear MA (3) system. Same parameters for simulating the non-
linear MA (3) system are used.

Figure 4 illustrates the performance CNGD algorithm for the modelling of
widely nonlinear MA (3) system shown in (12) with circular and noncircular signal
to the filter and system. It was observed that the CNGD algorithm filter output for
the circular signal was unable to model the widely nonlinear MA (3) system output
due to the absences of augmented weight. However, it was able to model the
nonlinear MA (3) system given in (11) efficiently.

On the other hand, the ACNGD algorithm, Fig. 5 depicts similar modelling
curves of widely nonlinear MA (3) system. The ACNGD algorithm filter output
was able to model the widely nonlinear MA (3) system output for circular signal,
this is due to the presence of the augment weight (10) in the algorithm.

Table 2 shows the circularity difference between the CNGD and ACNGD with
the widely nonlinear MA (3), the input to the filter and system will always be the
same for each simulation. It was realized that both algorithms performed identically
with same output circularity from the filter and system for the noncircular signal.
However, on the circular signal of the CNGD algorithm, the CNGD filter output
was incapable of modelling the widely nonlinear MA (3) system output. This
illustrate the differences between CNGD weight in Eq. (7) and ACNGD weight in
Eq. (10) with the widely nonlinear MA (3) system in Eq. (12).

Table 1 The circularity difference for nonlinear MA (3) system

Algorithm Signal input Filter input System input Filter output System output

CNGD Circular 0.0028 0.0028 0.0045 0.0045

ACNGD Circular 0.0028 0.0028 0.0060 0.0060

CNGD Noncircular 1.0000 1.0000 0.9957 0.9957

ACNGD Noncircular 1.0000 1.0000 0.9972 0.9972

Table 2 The circularity difference for widely nonlinear MA (3) system

Algorithm Signal input Filter input System input Filter output System output

CNGD Circular 0.0028 0.0028 0.0096 0.7492

ACNGD Circular 0.0028 0.0028 0.7516 0.7516

CNGD Noncircular 1.0000 1.0000 0.9617 0.9617

ACNGD Noncircular 1.0000 1.0000 0.9612 0.9612

The bold value shows the incapability of the CNGD algorithm to model the widely nonlinear MA(3)
system when circular signal input is fed in
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5.3 The Performance of the CNGD and ACNGD
for the Tracking of NMA(3) and WNMA(3) System

In this simulation, the signal length L was chosen to be 14,000, learning
rate = 4 �10−2, and tap length = 3. The performance of CNGD and ACNGD are
analysed for the NMA (3) system tracking.

Figure 6 shows the weight value for the tracking of nonlinear MA (3) system A1

using the CNGD algorithms. It can be seen that CNGD algorithm was able to
capture the coefficient values of the nonlinear MA (3) system given in A1. With W 1

on 0.35, W2 on 1 and W3 on 0.35. These values are the coefficient of the system
give in (11). This proves that the CNGD algorithm is able to model the nonlinear
MA (3) system efficiently.

Figure 7 illustrates similar weight value tracking for the modelling of nonlinear
MA (3) system A1 using the ACNGD algorithms. The ACNGD standard part (8)
was able to capture the coefficient values of the nonlinear MA (3) system given in
A1. With H 1 on 0.35, H2 on 1 and H3 on 0.35. The weight values tracking of the
ACNGD has the same directional flow as the CNGD. It shows that both algorithm
has identical performance to the modelling and tracking of the nonlinear MA
(3) system, The augmented CNGD weight G1, G2, G3 values are zero. However,
this shows the relationship with the nonlinear MA (3) system. These weight values
are display to realize better clarity. Both algorithms are zero imaginary valued and
are removed due to the coefficient of the nonlinear MA (3) system being
real-valued.

Fig. 6 The performance of CNGD for NMA (3) system tracking
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Figure 8 shows the weight value of CNGD algorithms for the tracking of the
widely nonlinear MA (3) system A2. The CNGD algorithm was unable to capture
the coefficient values of the augmented weight G1 on 0, G2 on 0.5 and G3 on 0.25,
of the widely nonlinear MA (3) system given in (12). As a result of nonexistence of
augmented weight in the CNGD algorithm.

Fig. 7 The performance of ACNGD for NMA (3) system tracking

Fig. 8 The performance of CNGD for WNMA (3) system tracking
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Figure 9 depicts the weight value for the ACNGD algorithms for the tracking of
widely nonlinear MA (3) system A2. The ACNGD was capable of capturing the
coefficient values of both standard part (9) H 1 on 0.35, H2 on 1 and H3 on 0.35 and
the augmented part G1 on 0, G 2 on 0.5 and G3 on 0.25 of the widely nonlinear MA
(3) system given in (12). Due to the existence of augmented weight in the ACNGD
algorithm.

6 Conclusion

The performance of a class of complex valued adaptive filter trained by the complex
nonlinear gradient decent (CNGD) and augmented (CNGD) for the modelling of
various complex valued systems has been analysed. The CNGD algorithm does not
perform well for the modelling of widely nonlinear system when the input is
circular. However, the ACNGD works for every circumstances. Furthermore, the
CNGD can only model conventional system regardless of the circularity, while the
ACNGD model all kind of systems due to the presents of augmented weights.
Hence, in order to model the widely nonlinear system, augmented statistic is
considered. The augmented nonlinear gradient decent (ACNGD) algorithm has
depicted a superior modelling performance for both A1 and A2 system. This
complements the ability of ACNGD to capture the full second order statistics of the

Fig. 9 The performance of ACNGD for WNMA (3) system tracking
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complex domain to model both second order circular (proper) and noncircular
(improper) signal, and track their weight updates. Simulations support the approach
on model selection and identification. This can be extend to the modelling of real
world process.
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Perceived Stress Scale and Brainwave
Characteristic of Breastfeeding Women

Najidah Hambali, Noor Izzati Abd Halin, Zunairah Haji Murat
and Nur Idora Abdul Razak

Abstract Breastfeeding is a process of nursing a baby with milk straight from the
women’s breast. It is suggested that a baby should be breastfed within one hour of
birth, exclusively breastfed for the first six months, and then breastfed until age two
with age-appropriate, nutritionally sufficient and harmless complementary diets.
This paper focuses on the examination of breastfeeding women on their stress level
and the brainwave characteristics. The brainwave signals were documented using
wireless Electroencephalogram (EEG) equipment via Bluetooth while. The stress
level was performed using a questionnaire. The EEG signals were derived using an
existing system with the electrodes attached to human scalp. These electrodes
measure the electrical signals which are produced by the activities of the neurons in
the human brain, such as Delta, Theta, Alpha and Beta waves in the brain to
determine the Brainwave Balancing Index (BBI) and also the brain hemispheric
dominance which is right or left dominance. The outcome presented balanced BBI
of the breastfeeding women after the breastfeeding session, although most of them
were high in stress. Right brain dominance was also recorded for the majority of
them for both sessions, before and after breastfeeding. Statistical investigation leads
to no significant correlations between stress and BBI of breastfeeding women after
breastfeeding session, in terms of breastfeeding method and in terms of breast-
feeding women’ categories.
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1 Introduction

Breastfeeding has proved to give so much benefit to the babies and the mothers.
Therefore, the ability of women’s to produce breast milk was also important. In few
places like Norway, Jining City, Australia and Kelantan, one of the influence factor
to a problem in breastfeeding is stress that comprises breastfeeding rates, low breast
milk production and breastfeeding cessation among the women [1–4]. The career
problem, low breastfeeding milk production and financial difficulty are the potential
reasons for breastfeeding women.

The decision not to continue breastfeeding may come from the personal problem
suffered by the mother. A study found that, there was a significant relationship
between life stress and breastfeeding duration that were on financial problem and
traumatic stress [5]. These kind of stress had resulted in discontinuation of
breastfeeding. A new mother in United States was reported with positive diagnostic
criteria of posttraumatic stress disorder after childbirth that may contribute the
mother’s decision to stop breastfeed their babies [6]. In addition, depressive
symptoms that affected to the women is twofold compared to men for the period of
the reproductive years. Due to this factor, some women tends to quit breastfeeding
in the earliest three months after delivery. Besides that, socioeconomic status, age,
parity and academic qualification of mother will affect the depression breastfeeding
women [1, 7].

Human physiological features are linked with stress conditions. Some of the
changes that has been reported during tense state are increased heart rate, reduced
skin resistance and increased blood pressure. Dealing with variations of individual
stress response, there is a need to introduce the person specific parameter [8]. The
stress and anxiety symptoms are in a direct regression as forecasted at six months
postpartum and has been reported by World Health Organization (WHO) [1]. Thus,
women with greater stress condition are more likely to gain their stress after stop
breastfeeding. Not only that, the women capability to bring out the milk is impacted
by the postnatal anxiety and depressive disorder [2]. Hence, to accommodate the
individual difference, the stress evaluation method is used.

Research on association between breastfeeding and Sudden Infant Death
Syndrome (SIDS) based on meta-analysis methods reported that the longer the
duration of breastfeeding up to six months or a baby who is exclusively breastfed
had stronger effect in protecting SIDS [9]. In terms of early brain development,
breastfeeding is absolutely related with enhanced myelin water fraction in
somatosensory, auditory and language which improved language presentation,
visual response and motor control presentation. Other than that, initial breastfeeding
associated with better expansion in late maturation of white matter area that reg-
ularly connected with advanced-order intellect such as social-emotional operative
and language [10].

Breastfed kids and prolonged breastfeeding period presented a constructive
association in numerous brain regions and neural development [10]. Moreover,
investigation on maternal brain activation of the mothers was conducted using MRI
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in reaction to their baby’s cry versus controlled-baby’s cry [11].
Electroencephalogram (EEG) was implemented to examine the respondent’s
brainwave pattern that relates with their stress level [12]. Therefore, a preliminary
study has been conducted on the brain wave of the breastfeeding women in cor-
relation to the stress level [13].

This project is specifically analyzing the stress scale, brain dominance and the
pattern of BBI of women who breastfed their children. The results and discussion
section presents the stress level, BBI and brain hemispheric dominance of breast-
feeding women. The correlations of stress and a few categories of BBI is also
investigated.

2 Methodology

All of this experimentation was conducted at Biomedical Research and Human
Potential, Faculty of Electrical Engineering, Universiti Teknologi MARA. This
study was an extension of [13]. The participants was increased to forty volunteering
breastfeeding women in Malaysia from Klang Valley zone. Two stages of data
collection have been completed, a questionnaire survey and experimental procedure.

2.1 Survey Questionnaire

Firstly, the participants were given a perceived stress scale survey (PSS) [14]. This
assessment is used to evaluate the stress perceptual experience. The score is given by
the different numerical score based on the responses. This perceived stress scale shows
the stress level based on the total score. Table 1 shows the interpretation perceived
stress scale score that attributes to the score of the participant based on the survey.

2.2 Experimental Process

Two breastfeeding techniques, either through direct feeding or milk expressing by
means of a breast pump were employed for EEG data accumulation for both before

Table 1 Perceived stress
scale scores [14]

PSS index Score level Health concern level Description

1 0–7 Very low in stress Low stress

2 8–11 Low in stress

3 12–15 Average in stress

4 16–20 High in stress High stress

5 21 and over Very high in stress
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and after breastfeeding. In this study, thirteen through the direct feeding and twenty
seven from the milk expressing were documented for EEG.

The EEG data acquisition was executed by using the G-Mobilab equipment.
Two channel bipolar connection was employed using five pieces of gold electrodes.
The points chosen were Fp1 for the left side of the forehead and Fp2 for the right
side of the forehead, connected to Channel 1 and Channel 2 respectively. Fpz was
used for the reference at the center of forehead and also both A1 and A2 for the
earlobes reference points. The electrodes connection follows the International
Standard 10–20 electrode placement system as shown in Fig. 1.

The points chosen were Fp1 for the left side of the forehead and Fp2 for the right
side of the forehead, connected to Channel 1 and Channel 2 respectively. Fpz was
used for the reference at the center of forehead and also both A1 and A2 for the
earlobes reference points. The electrodes connection follows the International
Standard 10–20 electrode placement system. Concurrently, Bluetooth is utilized to
drive the EEG raw data to the processing device. Then, the logged EEG signal was
evaluated via readily obtainable Brainwave Balancing Index System [15, 16] by
offering the results of BBI and brainwave dominance. The system concentrates on
the frontal region of the brain. The BBI was calculated based on [16] as Eq. (1);

Percentage Difference ¼ 2�
P

left�P
rightP

leftþ P
right

����
����100% ð1Þ

There are five levels of BBI index described from [16] based on the percentage
difference between left and right brainwaves as in the mentioned equation, where
Table 2 shows the element of the BBI. The lowest score of percentage difference is
categorized for highly balanced while the highest score of percentage difference is
classified for unbalanced BBI.

Fp1 Fpz Fp2

A1                A2

Fig. 1 Electrodes connection

Table 2 Brainwave
balancing index [15, 16]

BBI index Stress index (SI) Description

5 Highly balanced Balanced

4 Balanced

3 Moderately balanced

2 Less balanced Unbalanced

1 Unbalanced
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3 Results and Discussion

The results are divided into four parts as follows; the survey questionnaire, BBI,
brain dominance and statistical analysis. The breastfeeding women volunteers’ age
is between twenty to forty years old while their babies are between three to fifteen
months. From forty participants, thirteen was practiced direct feeding and twenty
seven for milk expressing method. Besides that, thirty three is Full Time Working
Mothers (FTHM) and seven is Stay At Home Mothers (SAHM) to differentiate the
correlation between occupations and stress level of the breastfeeding women.

3.1 Perceived Stress Scale

Figure 2 shows the stress assessment for breastfeeding women, according to
Table 1. As illustrated, most of the breastfeeding women were high on stress, which
was 77.5 % in total. Another 22.5 % was nominated by breastfeeding mothers with
low in stress. Most participants were under stress before they went through
breastfeeding activities.

3.2 Brainwave Balancing Index

Figure 3 shows the recorded BBI results based on Table 2 of breastfeeding women
before and after direct feeding ormilk expressingmethod. As can be seen in the figure,

Fig. 3 BBI of breastfeeding
women

Fig. 2 PSS of breastfeeding
women
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before they went through any breastfeeding activity, the participant that was recorded
with balanced BBI showed a similar percentage with the participant that was recorded
with unbalanced BBI which was 50 %. After breastfeeding activity, the percentage of
participants with balanced BBI showed a significant increment to 62.5 %, while the
percentage of participants with unbalanced BBI had decreased to 37.5 %.

Figure 4 shows the comparison BBI results of breastfeeding activities in terms of
breastfeeding method. Based on the results of direct feeding, before breastfeeding
activity, 53.8 % was recorded with a balanced BBI and 46.2 % was recorded with
unbalanced BBI. Later on, after going through breastfeeding activity, the percent-
age of participants of balanced BBI had increased to 61.5 % and had pulled down
the percentage of participants of unbalanced BBI to 38.5 %. While for milk
expressing method, before breastfeeding activity, 48.1 % was recorded with a
balanced BBI and 51.9 % was recorded with unbalanced BBI. After going through
breastfeeding activity, the percentage of participants of balanced BBI had increased
to 63 %, while the percentage of participants of unbalanced BBI decreased to 37 %.

Figure 5 shows the comparison BBI results between FTWM and SAHM.
For FTWM, only 45.5 % was recorded with balanced BBI as compared to

Fig. 4 Comparison BBI between direct feeding & milk expressing method

Fig. 5 Comparison BBI between FTWM and SAHM
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unbalanced BBI, which was recorded to be 54.5 % before these mothers went
through any breastfeeding activity. After breastfeeding activity, the percentage of
participants with balanced BBI had increased to 57.6 %, while the percentage of
participants with unbalanced BBI had decreased to 42.2 %. As depicted for SAHM,
71.4 % participants were recorded with balanced BBI and left behind by far in
percentage of participants with unbalanced BBI, which was recorded to be 28.6 %
before these mothers went through any breastfeeding activity. After breastfeeding
activity, the percentage of participants with balanced BBI went through a huge
increment to 85.7 %, while the percentage of participants with unbalanced BBI had
decreased to only 14.3 %.

3.3 Brain Dominance

Figure 6 shows the brain hemispheric dominance of breastfeeding women for both
sessions, before and after breastfeeding. As depicted, only 25 % participants were
in left hemispheric brain dominance while 55 % were in right hemispheric brain
dominance.

Besides that, it can be observed in Fig. 6 that there was a brain dominance
changes either from left to right (L-R) with 2.5 % or right to left (R-L) with 17.5 %
participants.

The brain hemisphere dominance of breastfeeding women before and after
breastfeeding is displayed in Fig. 7. Based on the result, it can be seen that most of
the breastfeeding mothers were in right hemispheric dominance before and after
breastfeeding activity which resulted in 57.5 % and 72.5 % as compared to left
hemisphere dominance that was only presented with 42.5 % and 27.5 %

Fig. 6 Brain dominance of
breastfeeding women

Fig. 7 Brain dominance of
breastfeeding women
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respectively. Right brain dominant people are described as more sensitive to
the emotional features. The greater blood oxytocin levels during breastfeeding lead
to the women’s body to create more receptors, eternally enhancing the emotions of
love and also the power to experience loved.

3.4 Statistical Analysis

Statistical Analysis was implemented to investigate the correlation between PSS
and BBI of breastfeeding women after they went through breastfeeding activity.
The data were computed into the Statistical Package for the Social Sciences (SPSS)
to analyze the relationship.

Table 3 shows a Spearman Rank Order Correlations summary that was figured
to explore the connection between PSS and BBI after breastfeeding for overall, for
direct feeding, for milk expressing, for FTWM and for SAHM. The result showed
weak positive correlations for all categories of PSS and BBI with the correlation
coefficient, rs between 0.168 and 0.378.

As a conclusion for these two variables, there were no significant correlations
since the p value was greater than 0.05 for all categories of BBI; after breastfeeding
for overall, direct feeding, milk expressing, FTWM and SAHM. That means, the
result of PSS index did not significantly correlated to BBI of the breastfeeding
women with p = 0.062, 0.101, 0.147, 0.060 and 0.359 respectively.

4 Conclusion

The results and discussion of PSS and brainwave characteristic of breastfeeding
women were documented. The PSS of breastfeeding women was examined from
the questionnaire. In addition, the BBI and brain hemispheric dominance were
determined by utilizing the readily available BBI system. The correlations between
PSS and few categories of BBI were also generated.

After going through the breastfeeding activity, it shows that the brainwave of
breastfeeding women was more balanced as compared to before breastfeeding

Table 3 Spearman rank order correlations of PSS and BBI

PSS BBI
after

BBI after (direct
feeding)

BBI after (milk
expressing)

BBI after
(FTWM)

BBI after
(SAHM)

Correlation
coefficient

0.247 0.378 0.210 0.277 0.168

Sig. (1-tailed) 0.62 0.101 0.147 0.060 0.359

Sample size (N) 40 13 27 33 7
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activity. Both methods either direct feeding or milk expressing produced a balanced
BBI after breastfeeding session. SAHM produced a more balanced BBI before and
after breastfeeding as compared to FTWM.

In addition, most of the breastfeeding women maintained brain dominance
before and after breastfeeding either left or right and others were changing. Brain
dominance analysis showed a majority of breastfeeding women were in right
dominance.

For the correlations between PSS and BBI of breastfeeding mothers after
breastfeeding session, in terms of breastfeeding method and in terms of FTWM and
SAHM, there were no significant evident according to the statistical analysis.
Consequently, breastfeeding activity will improve the balancing of the brainwave.

Another factor that can be investigated is to compare the stress level and the
pattern of BBI in different surrounding including religious recitation, such as
‘Asmaul Husna’ and ‘zikir’, classical music and heavy noise.
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Improved Speech Emotion Classification
from Spectral Coefficient Optimization

Inshirah Idris and Md Sah Salam

Abstract In order to improve the performance of speech emotion recognition
systems, and to reduce the related computing complexity, this work proposed two
approaches of spectral coefficient optimization. The two approaches are (1) opti-
mized based on discrete spectral features and (1) combine spectral features.
Experimental studies have been performed through the Berlin Emotional Database,
using a support vector machine (SVM) classifier, and five spectral features
including MFCC, LPC, LPCC, PLP and RASTA-PLP. The experiment results have
shown that speech emotion recognition based on optimized coefficient numbers can
effectively improve the performance. There were significant improvements in the
accuracy 2 % for the first approach and 4 % for the second approach compared to
that using the existing approaches. Moreover the second approach outperformed the
first approach in the accuracy. This good accuracy came with reducing the features
number.

Keywords Spectral features � Coefficients � MFCC � LPC � LPCC � PLP �
RASTA-PLP � SVM

1 Introduction

Speech Emotion Recognition (SER) has become a hot research topic in recent
years, due to its ability to identify the mood of a particular person from his or her
voice. This makes it an important part of Human-Computer Interaction (HCI), as
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used for many important applications including e-learning, robotics, healthcare,
security, entertainment and so on. In general, SER is a pattern recognition system
which uses a vector of extracted speech features from an emotional speech data-
base, in order to recognize a persons emotional state, through the use of a classifier.

Since the feature extraction stage plays an important role in the performance of
any pattern recognition system, the first issue in this area involves finding the best
features that can help increase SER accuracy. Literature shows that there are four
categories of acoustic speech emotion features, which include voice quality, pro-
sodic, spectral and wavelet features. According to Wang et al. [1] the most
commonly-used features include prosodic and spectral features.

When working with spectral features, including the Mel-Frequency Cepstral
Coefficients (MFCC), Linear Predictive Coefficients (LPC), the Linear Predictive
Cepstral Coefficients (LPCC), Perceptual Linear Prediction (PLP), Relative Spectral
Transform—Perceptual Linear Prediction (RASTA-PLP), the first and most
important question is to determine how many coefficients are suitable for use.
However there are no guidelines regarding how to choose the best number of
coefficients. The tradeoffs in having large number of coefficients is that it may help
to accommodate suitable features in the features vectors but it will also increase the
feature dimensionality and possible redundancy which lead in increasing compu-
tational cost. On the other hand, small number of coefficients may lead to insuffi-
cient suitable features which may result in low recognition.

From the literature, researchers are used several number of coefficients in
developing their SER systems (Fig. 1). Pierre-Yves [2] has used 10 MFCC coef-
ficients. Rong et al. [3], Schuller et al. [4] and Lee et al. [5] have used 12 MFCC
coefficients. Lee et al. [6], Wang and Guan [7] and Lugger and Yang [8] have used
13 MFCC coefficients. Schuller et al. [9] has used 15 MFCC coefficients. Several
authors also have chosen to use the same number of coefficients for different
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Fig. 1 Shows some coefficient numbers used by researchers in conjunction with spectral features
for developing their systems, as obtained in a survey conducted between 2000 and 2015, with 40
papers
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spectral features. For example, Kim et al. [10] has used 12 coefficients for both LPC
and MFCC. Other researchers chose to use different numbers of coefficients for
different spectral features. For example, Nwe et al. [11] chose to use 16 coefficients
for LPCC, and 12 coefficients for both MFCC and LFPC. Fu et al. [12] also selected
10 coefficients for LPCC, and 12 coefficients for MFCC.

There are some researchers who also chose to test different numbers of coeffi-
cients for the same spectral features. For example, Koolagudi et al. [13] used 6, 8,
13, 21 and 29 coefficients for both LPCC and MFCC, while Murugappan et al. [14]
used 13, 15 and 20 coefficients for MFCC, and Milton et al. [15] used MFCC with
10, 15, 24 and 23 coefficients. To reduce the dimensionality and computation of the
SER system Hegde et al. [16] used the F-ratio technique to select a subset of 12
MFCC coefficients within the Hidden Markov Model (HMM), and concluded that
the selection of 8 MFCC coefficients offers a better classification accuracy than that
which could be achieved when selecting all 12 coefficients.

Based on the works mentioned above it is clear that there are no uniform patterns
used to choose a suitable number of coefficients. This paper has proposed two
approaches of selecting optimized numbers of coefficients, depending on the
classifier, that could help to increase SER system accuracy while reducing feature
vector dimensionality.

2 The Proposed System

Figure 2 shows the proposed speech emotion recognition system architecture, as
based on optimized coefficients. The system process used is as follows:

1. The system starts with the speech records from the emotional database, which
are described in Sect. 3.

2. The features step involves spectral features pre-processing and extracting using
the selected scope number of coefficients, then the optimization of the number of
coefficients for spectral features, the main method and algorithm described in
Sect. 4.

3. After the optimizing process the features vectors are fed to the classifier, which
provides the classification result (accuracy or class label). The classification
method is described in Sect. 5.

3 The Berlin Emotional Database (EMO-DB)

A significant number of emotional speech databases have been developed for use
when testing SER systems. Some of these databases are publicly available, while
others have been created in order to meet a researchers particular needs. Emotional
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speech databases can be categorized into three different categories, namely acted,
spontaneous and Wizard-of-Oz databases. It is more practical to use a database that
has collected samples from real-life situations, and this can serve as a good baseline
for creating real-life applications within a specific industry. However the acted
database has been consider the easiest one to collect, and different studies have
proven that it can offer strong results. It is therefore suitable for theoretical research.

Within this study, Berlin Emotional Database (EMO-DB) was selected as one of
the most well-known acted emotional speech databases [17]. It also has been used
with spectral features in many studies [18, 19]. The EMO-DB is an acted German
emotional speech database recorded at the Department of Acoustic Technology, at
TU-Berlin, and is funded by the German research community. It was recorded using
a Sennheiser microphone set at a sampling frequency of 16 kHz, with the help of
ten professional actors including five males and five females. These actors were
asked to simulate seven emotions which included anger, boredom, disgust, fear,
happiness, sadness and a neutral emotion, for ten utterances. Following the
recording, twenty judges were asked to listen to the utterances in a random order in
front of a computer monitor. They were allowed to listen to each sample only once,
before they had to decide on the emotional state of the speaker. After the selection
process, the database contained a total of 535 speech files.

Features

Features Extraction

Features Pre-processing 

Coefficients Optimization

Classification

Emotional Database

Recognition Results

Fig. 2 The proposed system
architecture
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4 Features

4.1 Features Pre-Processing and Extraction

In this work, we considered five different spectral features namely, MFCC, LPC,
LPCC, PLP and RASTA-PLP. MFCC considered being the most used feature of
speech [20–22]. It has been widely utilized within speech recognition and speech
emotion recognition systems, and Poa et al. [23] reported it as the best and the most
frequently acoustic features used in SER. LPC also has been considered one of the
most dominant techniques for speech analysis [23]. LPCC is extension of the LPC
that has the advantage of less computation, its algorithm is more efficient and it
could describe the vowels in better manner [24].

PLP are also an improvement of LPC by using the perceptually based Bark filter
bank. PLP analysis is computationally efficient and permits a compact represen-
tation [25]. While RASTA-PLP is improvement of the PLP method by adding a
special band-pass filter was added to each frequency sub-band in traditional PLP
algorithm in order to smooth out short-term noise variations and to remove any
constant offset in the speech channel.

MATLAB R2012a was employed in order to compute 30 coefficients of the five
features for a frame length of 25 ms every 10 ms, while ten different statistical
measurements including minimum, maximum, stander deviation, median, mean,
range, skewness, and kurtosis, were utilized for five spectral features from all
speech samples.

4.2 Coefficients Optimization

Within this study, two approaches have been proposed for optimizing the number of
coefficients for spectral features. The classifier has been used to compare a different
number of coefficients, and then to select the coefficients that offer the best accuracy
and the lowest number of features for speech emotion recognition. According to
literature, the number of coefficients used in the past range from 2 to 29. From this
the range of numbers of chosen coefficients was from 0 to 30 for MFCC, PLP and
RASTA-PLP. However the first coefficients for LPC and LPCC have the same
value for all records, namely 1 for LPC and −1 for LPCC, so the range of numbers
of coefficients for both of them are chosen from 1 to 30. The coefficients opti-
mization process as shown in Fig. 3 is as follows:

1. The first coefficient number in the search scope (0 for MFCC, PLP and
RASTA-PLP and 1 for LPC and LPCC) has been chosen.

2. Then the features that corresponding to this coefficient number has been
choosing from the extracted features vector.
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3. Using SVM the accuracy of classification was calculated these steps are repe-
ated until reaching the final number of coefficient number in the search scope
(30 for the five features).

4. The coefficient numbers that give the highest accuracy with lowest number of
features has been choosing, and the corresponding features have been choosing.

5. Finally the features have been combined in one vector.

The first approach was used to optimize the number of coefficients for the five
features separately. The second approach was used to optimize the number of
coefficients for the five features in a combination, The selection and evaluating of
the coefficient number according to the classification accuracy have been done
manually.

Chose Coefficients Number

Classification

Evaluate the Classification Accuracy

Termination

Return the Best Coefficient

Chose Features Corresponding to the 
Choosing Coefficients Number

Yes    

No

Return the Features Corresponding to the 
Best Coefficients Number

Fig. 3 The coefficients
optimization process
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5 Classification

Several types of classifiers have been used in SER systems, including the Hidden
Markov Model (HMM), the K-Nearest Neighbors (KNN), the Artificial Neural
Network (ANN), the Gaussian Mixtures Model (GMM) and the Support Vector
Machine (SVM). According to the literature [25] SVM and ANN are the most
popular classifiers. Within this paper, SVM was adopted because it shows a strong
performance when working with limited training data that has many features. SVM
is a binary classifier used for classifications and regression. It can basically handle
only two-class problems. SVM classifiers are mainly based on the use of kernel
functions to nonlinearly map original features within a high dimensional space, in
which data can be effectively classified using a linear classifier.

Classification with all speech utterances and spectral features was performed
through the use of MATLAB R2012a. The radial basis kernel function (RBF) was
employed with optimized g (in Gaussian function) and C (penalty parameter). The
optimization of these classifier parameters was used in order to improve classifier
accuracy. The scope of g is he scope of g is 2(−10:1:10) and the scope of C is 2
(−5:1:5). 5-fold. Cross-validation was performed for parameters selection. The
performance analysis was undertaken using accuracy, which is the percentage of
correctly-classified instances over the total number of instances.

6 Experiments and Analysis of Results

6.1 Optimized Based on Discrete Spectral Features

Within the first approach, the coefficients were separately optimized for the fea-
tures, and the accuracy of the individual features was calculated. The result is
shown in Fig. 4, where the x-axis indicates the number of coefficients, and the
y-axis indicates the corresponding accuracy value. From the figure it can be
observed that LPC gives the best accuracy of 58 % with 5 coefficients, and LPCC
gives the best accuracy of 74 % with 12 coefficients.

For MFCC, as Fig. 5 shows, the best accuracy was 86 % with 20 coefficients.
PLP gives the best results with 15 coefficients with an accuracy of 62 %, and finally
RASTA-PLP gives the best accuracy of 54 % with 4 coefficients.

The results show that the MFCC feature provides the best accuracy among all
features. This good result relates to the largest number of coefficients. LPCC and
PLP provide good accuracy, with a reasonable number of coefficients. LPC and
RASTA-PLP give the lowest numbers of coefficients and the worst accuracy. After
separately determining the best coefficient values for every feature, the five features
were combined. This provided an overall accuracy of 84 %, with 437 features.
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6.2 Optimized Based on Combine Spectral Features

Within the second model, the five features were combined first before coefficients
optimization. Figure 6 showed that the best accuracy for the combined features was
88 % with 8 coefficients and 286 features.

The two approaches offered remarkable results as shown in Table 1. However,
the second approach offered the highest accuracy with the lowest number of
features.

When compared this study method undertaken with the greatest number of
coefficients used in the past, namely 12 and 13 coefficients, as shown in Fig. 1, the
result in Table 2 has shown that the number of coefficients selected by the two
proposed Approaches can offer much greater accuracy than the number of coeffi-
cients used in the past. Additionally, the greater accuracy came with fewer features.
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7 Conclusion

In this paper, two approaches for optimizing the coefficients numbers of spectral
features, and for establishing a speech emotion model based on optimized coeffi-
cients, were proposed. Experiments have shown that the methods utilized for
optimizing coefficients numbers not only increase the accuracy of the system when
compared to the most commonly-used coefficients, but also reduces the numbers of
features. This also shows that optimizing coefficient numbers for spectral features in
combined, results in fewer features and better performance in speech emotion
recognition, than when it is optimized separately before combination. Other
Approaches used to optimize coefficients numbers will be studied in future works.
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Table 1 Approaches accuracy

Approaches Number of coefficients Accuracy (%) Number of features

Approach (1) LPC(5), LPCC(12), MFCC(20),
PLP(15), RASTA-PLP(4)

84 437

Approach (2) 8 88 286

Table 2 Comparison with
the most number of
coefficients used in SER

Number of
coefficients

Accuracy
(%)

Number of
features

12 78 414

13 82 446

Improved Speech Emotion Classification … 255



References

1. Wang F, Sahli H, Gao J, Jiang D, Verhelst W (2014) Relevance units machine based
dimensional and continuous speech emotion prediction. Multimedia Tools Appl 1–18

2. Pierre-Yves O (2003) The production and recognition of emotions in speech: features and
algorithms. Int J Hum Comput Stud 59(1):157–183

3. Rong J, Li G, Chen Y-PP (2009) Acoustic feature selection for automatic emotion recognition
from speech. Inf Process Manag 45(3):315–328

4. Schuller B, Steidl S, Batliner A (2009) The inter-speech 2009 emotion challenge. In:
INTERSPEECH, vol 2009. Citeseer, pp 312–315

5. Lee C-C, Mower E, Busso C, Lee S, Narayanan S (2011) Emotion recognition using a
hierarchical binary decision tree approach. Speech Commun 53(9):1162–1171

6. Lee CM, Yildirim S, Bulut M, Kazemzadeh A, Busso C, Deng Z, Lee S, Narayanan S (2004)
Emotion recognition based on phoneme classes. In: INTER-SPEECH, pp 205–211

7. Wang Y, Guan L (2005) Recognizing human emotion from audiovisual information. In:
Proceedings of the IEEE international conference on acoustics, speech, and signal processing
(ICASSP’05), vol 2. IEEE, pp ii–1125

8. Lugger M, Yang B (2008) Psychological motivated multi-stage emotion classification
exploiting voice quality features. Speech Recognition, In-Tech, pp 395–410

9. Schuller B, Muller R, Lang MK, Rigoll G (2005) Speaker independent emotion recognition by
early fusion of acoustic and linguistic features within ensembles. In: INTERSPEECH,
pp 805–808

10. Kim EH, Hyun KH, Kim SH, Kwak YK (2007) Speech emotion recognition using eigen-FFT
in clean and noisy environments. In: RO-MAN 2007 the 16th IEEE international symposium
on robot and human interactive communication. IEEE, pp 689–694

11. Nwe TL, Foo SW, De Silva LC (2003) Speech emotion recognition using hidden markov
models. Speech Commun 41(4):603–623

12. Fu L, Mao X, Chen L (2008) Speaker independent emotion recognition based on
SVM/HMMS fusion system. In: International conference on audio, language and image
processing, ICALIP 2008. IEEE, pp 61–65

13. Koolagudi SG, Barthwal A, Devliyal S, Rao KS (2012) Real life emotion classification using
spectral features and gaussian mixture models. Procedia Eng 38:3892–3899

14. Murugappan M, Baharuddin NQI, Jerritta S (2012) DWT and MFCC based human emotional
speech classification using LDA. In: 2012 International conference on biomedical engineering
(ICoBE). IEEE, pp 203–206

15. Milton A, Roy SS, Selvi S (2013) SVM scheme for speech emotion recognition using MFCC
feature. Int J Comput Appl 69(9)

16. Hegde S, Achary K, Shetty S (2015) Feature selection using fisher’s ratio technique for
automatic speech recognition. arXiv preprint arXiv:1505.03239

17. Burkhardt F, Paeschke A, Rolfes M, Sendlmeier WF, Weiss B (2005) A database of german
emotional speech. In: Interspeech, vol 5, pp 1517–1520

18. Wu S, Falk TH, Chan W-Y (2011) Automatic speech emotion recognition using modulation
spectral features. Speech Commun 53(5):768–785

19. Zhang Q, An N, Wang K, Ren F, Li L (2013) Speech emotion recognition using combination
of features. In: 2013 fourth international conference on intelligent control and information
processing (ICICIP). IEEE, pp 523–528

20. Kockmann M, Burget L et al (2011) Application of speaker-and language identification
state-of-the-art techniques for emotion recognition. Speech Commun 53(9):1172–1185

21. Waghmare VB, Deshmukh RR, Shrishrimal PP, Janvale GB (2014) Emotion recognition
system from artificial marathi speech using MFCC and LDA techniques. In: Fifth international
conference on advances in communication, network, and computing, CNC, 2014

256 I. Idris and Md S. Salam

http://arxiv.org/abs/1505.03239


22. Kuchibhotla S, Vankayalapati H, Vaddi R, Anne K (2014) A comparative analysis of
classifiers in emotion recognition through acoustic features. Int J Speech Technol 17
(4):401–408

23. Pao T-L, Chen Y-T, Yeh J-H, Liao W-Y (2005) Combining acoustic features for improved
emotion recognition in mandarin speech. In: Affective computing and intelligent interaction.
Springer, pp 279–285

24. Ingale AB, Chaudhari D (2012) Speech emotion recognition. Int J Soft Comput Eng (IJSCE)
2231–2307. ISSN

25. Pao T-L, Chen Y-T, Yeh J-H, Li P-J (2006) Mandarin emotional speech recognition based on
SVM and NN. In: 18th international conference on pattern recognition ICPR 2006, vol 1.
IEEE, pp 1096–1100

Improved Speech Emotion Classification … 257



Classification of EEG Signals Using Single
Channel Independent Component
Analysis, Power Spectrum, and Linear
Discriminant Analysis

Handayani Tjandrasa and Supeno Djanali

Abstract Epilepsy is a neurological disorder of the brain that can generate
epileptic seizures when abnormal excessive activity occurs in the brain. The seizure
is marked by brief episodes of involuntary movement of the body, and sometimes
followed by unconsciousness. In this study, the EEG classification system was
performed to predict whether EEG signals belong to normal individuals, epileptic
patients in seizure free or seizure condition. The EEG dataset contains 5 sets of 100
EEG segments which is referred to as set A to set E. The classification system
consisted of three scenarios. One of the scenarios involved the methods of Single
Channel Independent Component Analysis (SCICA), power spectrum, and a neural
network. The results were compared to the results without implementing SCICA.
The last experiment showed the effect of using Linear Discriminant Analysis
(LDA) to reduce the features of power spectrum. The results gave the accuracies for
3, 4, and 5 classes. By applying SCICA, all the accuracies were improved signif-
icantly with the maximum accuracy of 94 % for 3 classes.

Keywords Electroencephalogram (EEG) signals � Single channel ICA (SCICA) �
Power spectrum � Linear discriminant analysis (LDA) � Multilayer perceptron
network (MLP) � Radial basis function network (RBFN)

1 Introduction

Non-invasive EEG signals represent brain activities recorded through electrodes
located on the scalp. The magnitude of the amplitude and frequency of EEG depends
on the location and time of recording brain activity. A routine EEG is generally a
recording of brain activity during a time interval, approximately 20–40 min [1].
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Brainwaves may appear irregular and have no general pattern, although particular
patterns can occur such as spikes related to epilepsy.

EEG signals can be analyzed by extracting alpha (a), beta (b), delta (d), and
theta (H) rhythms. The frequency band of the alpha waves is 8–13 Hz, recorded
from the occipital area of a relaxed person. The alpha waves become clearly
noticeable when the eyes are closed. The beta waves is in the range of 13–30 Hz,
recorded from the parietal and frontal lobes. As the brain activity increases, the
frequency rises and the amplitude gets lower. The delta waves is in the range of
0.5–4 Hz, and theta waves is in the frequency band of 4–8 Hz.

An epileptic seizure occurs owing to a burst of abnormal electrical activity in the
brain, and characterized by brief episodes of involuntary movement of the body,
and sometimes followed by unconsciousness. The number of people worldwide
suffered from epilepsy was approximately 50 million. Recent studies showed that
up to 70 % people with epilepsy could be successfully treated [2].

Analyzing bulk of EEG recordings manually for detecting abnormal EEG data
requires precision and a lot of time. Therefore, an automatic detection system helps
diminish the burden of clinical works to give good interpretation of the brain waves.

There had been many researches on epileptic EEG classification for 2 classes.
Many studies utilized discrete wavelet transform (DWT) to extract the features of
EEG data. Daubechies wavelets were used to detect epileptic form discharges of
3-Hz spike in non-seizure epileptic patients [3]. The maximum, minimum, mean,
and standard deviation for all DWT subbands of EEG signals were computed and
used as the inputs of an ANFIS classifier [4]. Another research applied PCA, ICA,
and LDA for DWT feature reduction and used a SVM classifier [5]. DWT coeffi-
cients were clustered by K-means clustering method, then the probability distri-
bution of the clustered wavelet coefficients were computed and inputted into a
multilayer perceptron network [6]. Also, an EEG classification method extracted the
features from the cross correlation and power spectrums of healthy and epileptic
EEG [7]. The features extracted from the intrinsic mode functions (IMFs) were used
to differentiate the epileptic seizure and the normal EEG signals [8]. The classifi-
cation method comprised of DWT features such as the mean value, standard
deviation, energy, curve length, and skewness; and the combination of genetic
programming and a KNN classifier, gave 2 and 3 classes of normal and epileptic
EEG [9]. Features extracted from permutation entropy and a SVM classifier were
applied to detect epileptic seizure EEG from non-seizure or normal EEG [10].

Feature extraction based on the power spectral analysis and other complexity
features was used to classify 2 and 3 classes of EEG records of normal controls,
mild cognitive impairment, and early Alzheimer’s disease [11]. Power spectral
analysis was applied to detect awareness in brain-injured patients [12].

In this study, the EEG classification system was applied to determine whether
EEG signals belong to normal individuals, epileptic patients in seizure free or
seizure condition based on 3, 4, and 5 classes.
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2 Data and Methods

2.1 EEG Dataset

The EEG dataset used in this study is available online [13]. The EEG dataset
contains 5 sets of 100 EEG signal segments. The sets are referred to as set A to set
E. The sampling rate for data acquisition is 173.61 Hz and each segment has 4097
samples for a duration of 23.6 s. Both set A and set B were recorded non-invasively
from five healthy persons in a relaxed and awake condition, with eyes open in set A,
and eyes closed in set B. Sets C, D, and E were intracranially recorded from five
patients with epilepsy. Set D and C were taken under complete seizure control.
Set D was from the epileptogenic area. Whereas set C was taken from the hip-
pocampal formation of the opposite hemisphere of the brain. Set E was recorded
from all positions with seizure activity.

2.2 Preprocessing Using SCICA

ICA is a statistical model with the goal to separate mixed signals denoted by the
vector x, into the independent sources s, from the mixing equation x = As, such that
s = W x, where the de-mixing matrix W = A−1. The matrix W is computed using
FastICA algorithm by applying negentropy function.

Single channel ICA (SCICA) is the use of the ICA method for a single channel
signal by breaking up into several parts of similar length and treating the signal
parts as a vector of signals [14, 15]. In this study, single channel ICA was applied
for each of 500 signal segments of 5 data sets A-E. A signal segment which consist
of 4097 samples was divided into 4 subsegments of 1024 samples, with the last
sample removed. The resolved independent components were combined to get the
original size of 4096 samples. EEG independent components could be selected to
remove artifacts [16].

2.3 EEG Power Spectrum

EEG signals were sampled at discrete time intervals before further processing. The
common process to analyze EEG data is to transform the discrete time domain into
the discrete frequency domain since many EEG evaluations are related with certain
rhythms such as alpha (a), beta (b), delta (d), and theta (H). The magnitude of the
discrete Fourier transform computed using FFT algorithm, is squared to get the
power spectrum. In this study the number of discrete data was reduced by taking the
summation of every 25 or 50 data values of power spectrum.

Classification of EEG Signals Using Single Channel … 261



2.4 Feature Extraction

One straightforward approach, the power spectrum of EEG data can be calculated
by taking the square of the FFT magnitude. The frequency range is limited to 500
samples which approximates 21.2 Hz, since beyond that range the magnitude
approaches to zero.

Linear Discriminant Analysis (LDA) transforms variables into reduced features
that discriminate classes maximally based on the within-class and between-class
scatter matrices.

SW is the within-class scatter matrix, defined by the following equation,

SW ¼
Xc

i¼1

X
xk2Xi

ðxk � liÞðxk � liÞT ð1Þ

and SB is the between-class scatter matrix, given by,

SB ¼
Xc

i¼1

Niðli � lÞðli � lÞT ð2Þ

where Ni is the number of samples in class Xi, c is the class number, and µi is the
class mean of Xi.

The purpose is to maximize SB while minimizing SW, which can be satisfied by
finding w that maximizing the following objective,

JðwÞ ¼ wTSBwj j
wTSWwj j ð3Þ

w are the largest eigenvectors of SW
−1 SB and the maximum rank is of c − 1.

2.5 Classifiers

In this study we applied two kinds of classifiers, the first classifier is a multilayer
perceptron (MLP) network using 10-fold cross validation, and the second classifier
is a radial basis function network (RBFN) using the same cross validation.

A multilayer perceptron network has an input layer, followed by one or several
hidden layers, and an output layer. For the training stage, MPL implements
backpropagation algorithm. The algorithm consists of two steps which are the
feedforward and the backpropagation steps. In the feed forward step, the compu-
tation starts from the input layer up to the output layer, using network weights that
are initialized to small random numbers. In the backpropagation step, the errors are
propagated backward from the output layer to the input layer.
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A basic RBF network comprises of an input layer, a hidden layer, and an output
layer. The input layer are the input nodes. Each neuron of the hidden layer com-
putes the distance between the centre of the neuron and the input vector. The output
neuron is given by computing the value of the radial basis function for the distance.
The output layer uses the supervised learning process similar to MLP.

2.6 Implementation

The features from the power spectrum were calculated by summing every 50
component values to produce one feature. The frequency range of 4097 samples is
the same as the sampling rate which is 173.61 Hz. The samples were limited to 500
to get 10 features. The examples of normalized power spectrum features for the
20th segment of each set from A to E, are shown in Fig. 1. The figure shows low
intensity in set A (normal, eyes open), alpha waves clearly noticeable in set B
(normal, eyes closed), and the peaks of set E (EEG seizure) are closed to theta
waves and between alpha to beta waves. The spectrums in set C and set D look
more similar than the other sets, such that the class separation of set C and D
reduces the classification accuracy. The spectrum characteristics can show some
variations for other segments.

The total number of training and testing data from all five sets (A to E) was 500
signal segments. The amplitudes of EEG signals differed significantly especially for

Fig. 1 Examples of power spectrum with 10 features from set A-E
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the seizure EEG signals which had the biggest energy. Therefore the power spec-
trum needed to be normalized in the range −1 to 1 in order to be able to differentiate
the EEG signals based on the spectrum characteristics. Using LDA, features
reduced to a smaller number which was less than the number of classes. The classes
of testing data were determined using MLP and RBF network classifiers.

The process was repeated for obtaining 20 features by summing every 25
components of power spectrum, and both results of different choices of component
number were compared.

The classification system was carried out using three scenarios as follows:

1. Combination of PS (power spectrum) and ANN classifier (MLP and RBFN).
2. Combination of SCICA, PS (power spectrum), and ANN classifier.
3. Combination of PS, LDA, and ANN classifier.

In the study, all EEG segments of set A-E were applied and grouped alterna-
tively in 3 classes (AB-CD-E), 4 classes (A-B-CD-E), and 5 classes (A-B-C-D-E).
The previous researches mostly worked on 2 classes (normal and ictal stage) [5, 17,
18]. Several researches studied on 3 classes (normal, interictal, ictal stages) [18].
Another review showed that the number of researches using wavelet based pro-
cessing, was 4 for 4 classes, and 1 for 5 classes [19].

3 Results and Discussion

SCICA was used as preprocessing to improve the performance of the classification
system. Each signal was divided into 4 subsignals which were treated as multi-
channel signals. The computation of ICA were carried out on the subsignals. The
results were combined into one segment of 4096 data. Figure 2 shows the example
of the process using set E.

The next process was to apply the FFT algorithm and reduced the data into 10 or
20 features. The performance of the classification system was compared with the
system without using preprocessing.

The total number of the training dan testing data was 500 signal segments from
set A-E. Using MLP and RBFN as classifiers, the results of classification with
10-fold cross validation for 10 and 20 features are shown in Table 1. LDA reduced
10 or 20 features into 2 features. For 5 classes, each set from A to E, are separately
classified, and the average accuracies for MLP and RBFN without SCICA were
69.1 and 66.4 % respectively and improved to 76.2 and 75 % by using SCICA. The
lower accuracies than other classes were mostly caused by the similarity of set C
and D. The accuracies were improved significantly by applying SCICA as pre-
processing. By merging set C and D, the accuracies of 4 classes increased signif-
icantly to the average of 88.2 % for MLP and 83.5 % for RBFN without SCICA,
and the accuracies improved to 91.3 and 88.9 % respectively with SCICA. Further
merging set A and B resulted in 3 classes, the first class was for EEG signals of

264 H. Tjandrasa and S. Djanali



healthy volunteers, the second class was for EEG signals of epilepsy patients during
the seizure free condition, the third class was for EEG signals during epileptic
seizures. The average accuracies for MLP and RBFN without SCICA as prepro-
cessing were 90.5 and 84.5 % respectively, and the accuracies were improved to
92.9 and 90.5 % respectively with SCICA. The results of feature reduction using
LDA with 2 features for 4 and 3 classes are illustrated in Figs. 3 and 4 respectively.

Fig. 2 Examples of SCICA process for set E
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Table 1 Accuracy for 3, 4, 5 classes

Grouping dataset SCICA-PS-ANN PS-ANN PS-LDA-ANN

MLP
(%)

RBFN
(%)

MLP
(%)

RBFN
(%)

MLP
(%)

RBFN
(%)

AB-CD-E 20 features 94 91.6 91.8 84.6 89 89

AB-CD-E 10 features 91.8 89.4 89.2 84.4 88.4 89.2

A-B-CD-E 20
features

91.4 89.2 89.2 84.2 81.8 82

A-B-CD-E 10
features

91.2 88.6 87.2 82.8 80.6 84

A-B-C-D-E 20
features

78.2 75.2 69.6 66.8 – –

A-B-C-D-E 10
features

74.2 74.8 68.6 66 – –

Fig. 3 Plots of EEG data using 2 features reduced from 10 features for 4 and 3 classes
respectively

Fig. 4 Plots of EEG data using 2 features reduced from 20 features for 4 and 3 classes
respectively
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4 Conclusion

The EEG classification system for 5 classes had low accuracy since the high level of
similarity between set C and D from epileptic EEG. MLP gave higher accuracy than
RBFN for 10 and 20 features which each represents the summation of power
spectrum within the frequency interval 2.12 and 1.06 Hz respectively.
Applying SCICA as preprocessing improved the accuracy significantly.

Applying LDA to reduce 10 and 20 features to 2 features, gave better accuracy
for RBFN compared to MLP. For LDA, the number of features is less than the
number of classes. By having 2 features, the EEG data could be observed visually.
The computation results showed that the EEG classification system gave very good
accuracy results for 4 classes and 3 classes of EEG signals A-E. The maximum
accuracy was 94 %.
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Comparison of Text Forum
Summarization Depending on Query
Type for Text Forums

Vladislav Grozin, Kseniya Buraya and Natalia Gusarova

Abstract Various approaches are developed for evaluation of query-oriented text
summarization. However, for text forums this procedure is not well-defined, and
standard approaches are not suitable. Evaluation of query-oriented text summa-
rization greatly depends on the query type. We compare two typical scenarios of
search of professionally significant information on Internet forums. Our subject of
interest is the similarities and differences between relevance-oriented queries and
usefulness-oriented queries. To compare these query types we have collected
dataset, extracted textual, structural features and social graph features, constructed
different ranking models, used suitable quality measure (NDCG), and applied
feature selection techniques to investigate causes of differences. We have found out
that these query types are very different by their nature, have weak correlation.
Distinct model types and features should be used in order to create an efficient
information retrieval system for each query type.

1 Introduction

Nowadays the value of professionally important information is rising steadily.
Specialized web-forums are a valuable source of knowledge of that kind. Forums
contain experience of people who actually used the technology and its features.
Moreover, forums contain both positive and negative experiences—something that
is not available from official documentation at all. But usually the majority of posts
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at forums are useless and superfluous, containing a lot of hackneyed, repeated and
irrelevant information. The obvious solution for this problem is using techniques of
text summarization.

The text summarization is one of the tasks of information retrieval. It is about
automatically extracting the main gist of the given documents to indicate the main
aspects in them. This task is being actively investigated yielding a wide range of
approaches, search mechanisms, results management and presentation (see, for
example, [1]).

A crucial issue of the text summarization is evaluation problem, involving infor-
mation retrieval effectiveness, or assessing consumers’s satisfaction with the system
[2]. Various approaches are developed for an assessment of text summarization. First
of all, the approaches based on the ‘bag of words’ model are widely used. Typically
the experimental queries are generated by extracting keywords from the list of terms
frequently searched for within the field of interest (see, for example, [3]).

Besides, there is a set of search evaluation initiatives and competitions like
TREC, DUC and MUC. They have created methodologies that can be conducted in
a controlled lab-based setting. The most used is the Cranfield methodology [2]
based on specialized test collection containing a set of predefined topics describing
typical users’ information needs.

Evaluation from a user-oriented perspective goes beyond the traditional
Cranfield style experiments [2]. A common approach is to investigate users
behavior in retrieval tasks in a controlled lab-based environment. Questions iden-
tified by the researcher are used here instead of predefined queries.

However, there is no track devoted to web-forums within the list of tracks
managed by these evaluation initiatives [1].

Therefore, the paper deals with applying standardized evaluation approaches for
text forums. Evaluation greatly depends on query type. TREC distinguishes two
query types: usefulness and relevance-oriented. This paper is concerned with
finding similarities and differences between these query types in order to find
whether this approach is applicable for text forums.

2 Related Works

2.1 Terminology

There is a various terminology for information retrieval evaluation. Saracevic et al.
[4] distinguish six levels of evaluation for information systems (including IR sys-
tems). The first three levels are referred to measuring system performance, the last
three levels correspond to user-oriented evaluation. These may be assessed by
different terms, including efficiency, utility, informativeness, usefulness, usability,
satisfaction and the users search success [2].
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The term relevance is vaguely used in literature. Some authors use it to refer to
the degree of match between a document and a question; in contrast, other authors
distinguished between relevance (similar to system relevance assessed by an
external judge/expert) and pertinence (user-relevance assessed only by the real user
with the information need represented in the question) (see the discussion in [2]).

Saracevic et al. [4] consider utility to be a more appropriate measure for eval-
uating information retrieval systems. A document has utility if it is pertinent (rel-
evant as perceived by the user) and also contributes to the user knowledge in the
context of the query (by providing information that was previously unknown). In
our paper, we follow this opinion and adopt utility as a measure of usefulness and
worth of the answers provided by the system to its users.

2.2 Methods of Forum Summarization

There are different approaches to the problem of text summarization. Main clas-
sifications are extraction-based and abstraction-based summarization as well as
single-document and multi-document approaches. The majority of works in the area
of forum summarization use extraction-based techniques and single-document
approach [5]. Extractive forum summarization tasks are in turn divided into generic
summarization (obtaining a generic summary or abstract of the whole thread) and
query relevant summarization, sometimes called query-based summarization, which
summarizes posts specific to a query [6].

The large variety of algorithms is used in both variants including naive Bayes
classifier, statistical language models, topic modeling, graph-based algorithms etc.
[3, 5–10]. In this paper we use algorithms of gradient boosting and linear regression
which have already proved the efficiency for text forum summarization in our
previous work [6, 7]. We also use for comparison a query-oriented algorithm based
on LDA (see below for details).

2.3 Nearest Researches

We managed to find several researches with the aim close to our work in literature.
Grozin et al. [7] consider reviews posted in web, assessing “Review Pertinence” as
the correlation among review and its article. Tang et al. [8] consider the sentence
relevance and redundancy within the summarized text. Their maximum coverage
and minimum redundant (MCMR) text summarization system computes sentence
relevance as its similarity to the document set vector. This idea is also used in [9]
for cross-lingual multi-document summarization.

Some articles [10, 11] are devoted to comparing system effectiveness and user
utility. Oufaida [10] compared traditional TREC procedure of batch evaluation and
user searching on the same subject. Petrelli [11] confirmed that test collections and
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their associated evaluation measures do predict user preferences across multiple
information retrieval systems. They found that NDCG metric most effectively
modeled user preferences.

To sum up there are no articles dedicated in deep details to the problem dis-
cussed in our article.

3 Experiment

Our goal is to create models that efficiently retrieve posts for different query types
from text forums that will satisfy users needs, and investigate differences and
similarities between query types. In our work, we examine two query types (and
thus, construct two ranking model types):

• Query which target is to retrieve objective and interesting information in the
domain of subject of interest (informativeness). This query type focuses on
extracting pieces of information that contribute towards user’s knowledge.

• Query which target is to retrieve any information related to the query (rele-
vance). Text forum can contain posts that are relevant (related) to the query; the
goal of this scenario is to fetch these posts.

Therefore, we have to study informativeness-oriented queries and
relevance-oriented queries, their similarities and differences. Note that these post
informativeness and relevance maybe be independent: posts can be irrelevant, yet
informative (detailed explanation of something that is related to the domain of the
query, but not related to the user query itself), and posts can be relevant, yet
non-informative (thread-starting questions).

3.1 Data Collection

To collect our data, we used following algorithm:

1. Select a forum and a narrow user query within. The query is defined as a set of
keywords.

2. Select some threads within the forum which titles contain query keywords. This
is done to reduce amount of obviously non-informative and irrelevant posts, and
reduce amount of required expert time.

3. Copy information about all the posts from these threads: post text, author, and
thread URL.

4. Mark down sentiment value, informativeness and relevance of each post.

Formal criteria for marking up informativeness, Relevance and Sentiment are
listed in Table 1. The forums used in our work are listed at Table 2. Each thread
collected from forum contains at least 400 posts.
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3.2 Models and Parameters

We have to construct set of models to estimate informativeness and relevance. Two
models were used to estimate each target parameter:

• Linear model. It is interpretable, and it captures linear dependencies well. We
used non-regularized linear model.

Table 1 Formal markup criteria

Parameter Value Comment

Informativeness 0 Post contains no useful information

1 Post gives some useful information, but most of it is not useful

2 Post gives some useful information, but it is

3 Post contains useful information, but explanations and arguments are
missing

4 Post contains useful information, but explanations and arguments are
incomplete

5 Post contains a lot of useful information with rich explanations and
arguments

Relevance 0 Post is completely irrelevant to the query/topic

1 Posts theme weakly intersects with query/topic

2 Post contains mostly irrelevant information, but some parts of it are
relevant

3 Post contains mostly relevant information, but some parts of it are
irrelevant

4 Post is relevant to the query/topic, but contains some extending
information

5 Post is completely relevant to the query/topic

Sentiment
value

−2 Post contains clearly expressed negative emotions

−1 Post contains humble negative emotions or sarcasm

0 Post has neutral sentiment value

1 Post is overall cheerful and contains signs of joy or happiness

2 Post contains clearly expressed positive emotions and exaltation

Table 2 The chosen Internet forums

Forum Query URL

1 iXBT (hardware forum) Choosing of ADSL modem http://forum.ixbt.com/

2 Fashion, style, health Diets for overweight people http://mail.figgery.com/

3 Kinopoisk (cinema forum) “Sex at the city” series http://forum.kinopoisk.ru/

4 Housebuilding forum Building a house using
6 � 6 wooden planks

https://www.forumhouse.ru/
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• Gradient boosting model. It is interpretable, and it can capture nonlinear
dependencies. We used three CV folds to estimate the best amount of trees;
number of trees were capped to 2000, and shrinkage factor was 0.001.
Indirection level value (number of splits for each tree) was set to 3.

• LDA. This robust interpretable model splits available posts into subsets (topics)
according to their texts using bag-of-words approach. Each topic can be inter-
preted as a set of keywords, and we used presence of these keywords to estimate
target variables. It is expected that these subsets will have different properties
(for example, “offtopic” and “on-topic”). For hyperparameters we have chosen
100 iterations and 3 topics.

Models for each target variable were constructed independently, but using the
same technique, same train and test sets, and same set of features for linear and
gradient boosting models.

Despite the fact that our target variables have six discrete grades, we treated
them as quasi-continuous and used models in regression mode to avoid sparse class
population because we have multiple strictly ordered classes.

To fit models we divided the data from each forum into train (70 % of each
forum) and test (30 %) sets. To ensure model stability we used bootstrap-like
method. The data was resampled with replacement, then it was split into test and
train sets, after that, models were fit, and model qualities were estimated. This
process is repeated 200 times, and model qualities are averaged and confidence
interval is calculated.

3.3 Quality Estimation

Widely used recall/precision metrics are not useful in our context, because we have
ordered multiple classes for each target variable. It is recommended to use cumu-
lative gain metrics to evaluate retrieval system quality [2]. We used normalized
cumulative gain. It is a cross-query comparable metric that lies between 0 and 1. It
is calculated using formula:

NDCGN ¼ DCGN

IDCGN
ð1Þ

DCGN ¼ rel1 þ
XN
i¼2

reli
log2ðiÞ ð2Þ

where N is the size of resulting set (how many documents to retrieve), reli is true
value of target variable (relevance or usefulness) of ith post in the retrieved set, and
IDCGN is maximum possible DCGN for specified forum and N, i.e. DCGN for ideal
algorithm. The full procedure of model quality estimation for both query types is:
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1. Fit models to train set of each forum for each target variable (usefulness,rele-
vance) and apply them to test set of each forum. This gives Usefulnessest and
Relevanceest, some approximation of true usefulness and relevance values of test
set.

2. Sort posts by decreasing target variable approximation (Usefulnessest or
Relevanceest) and take N top posts. This gives selection of N best posts
according to the model.

3. Calculate NDCG metric for the selection using true usefulness and relevance
values of this N best posts subset.

We variated N from 2 to 30 to investigate how models behave in case of different
selection windows.

3.4 Features

We have to extract features for linear and gradient boosting models that will hint us
on how useful or relevant is the specific post. There are a lot of possible features we
can extract; we used the ones that are suitable for our case. Chosen features are
listed at Table 3.

Table 3 Features

Type Feature What this feature means

Post’s author
graph features

Betweenness, non-sentiment graph
inDegree, non-sentiment graph
outDegree, non-sentiment graph

Author’s social importance

How many times author was
quoted

How many times author quoted
someone

Betweenness, sentiment graph Author’s social importance

inDegree, sentiment graph With which sentiment author was
quoted

outDegree, sentiment graph Author’s quotes sentiment

Post’s author
features

Number of threads author is
participating in

Author activity

Thread-based post
features

Position in thread Chance of off-topic

Times quoted Post’s impact on forum

Text features Length Number of arguments and length
of explanations

Links Number of external
sources/images

Sentiment value (calculated using
sentiment keywords)

Post’s usefulness

Number of query keywords Topic conformity

Most used topic keyword count Topic conformity
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Sentiment value was marked down by experts and is used as a feature. It is
expected that posts with a positive attitude will be more useful.

Also, simple non-semantic text features were extracted: text length in characters,
number of links and number of keywords within text. We used two algorithms of
keyword extraction. First one splits the query into words, and treats them as key-
words. A more extensive list of keywords would mean a search for synonyms and
equivalents; it requires semantic analysis and is not available for every language
and for every query domain. The second algorithm creates frequency table for each
thread, and takes top 5 most popular words. In both algorithms, stopwords were
stripped.

We represented social structure in the form of a social graph, where the nodes
are the users, and edges indicate a link between two users. For the creation of the
social graph we have used citation analysis: if person A quotes person B by
explicitly mentioning his name in text, there is a guaranteed connection between A
and B. We used two methods: a non-sentiment graph (edge weight is always 1) and
a sentiment graph (edge weight is related to the post’s sentiment value). After the
creation of the graph parallel edges’ weights were summed. Then, the weights of
the edges were inverted.

Node centrality is often used to find people who are important members of
society. We considered some proven [12] metric to evaluate node centrality:
Betweenness centrality—the number of shortest paths between all pairs of nodes
that pass through the node; inDegree—the total weight of incoming edges;
outDegree—the total weight of the outgoing edges.

Position in thread is calculated as position of post in chronological order (first
post has position in thread equal to one, next post has value of two etc.).

4 Results and Discussion

Correlation between usefulness and relevance on all forums is 0.36. This is an
evidence of that these parameters are different, and query types expect IR system to
do different things. Also, distribution of relevance is skewed towards 5 (see
Fig. 1b), while distribution of usefulness has peak around 3 (see Fig. 1a). The skew
of relevance is explained by the procedure of data collection: we choose posts from
already relevant threads, so it is expected that most of marked posts have high
relevance. Distribution of usefulness shows that great portion of posts has moderate
(2–3) usefulness, and only a small portion of posts have marginally high or low
usefulness.

Figure 2 shows result of application of the procedure described at Quality
estimation section. Plotted lines have 99.5 % error bands.

As one can notice, linear model is better at selecting relevant posts, and gradient
boosting model is better at estimating usefulness. This means that relevance can be
better described as a linear combination of the features, and usefulness is best
approximated as a non-linear construction over calculated features.
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For better comparison of query types, we have to investigate which features were
best in each model. To do this we have chosen most important features (significance
level of 0.001) from linear model constructed for relevance, and best features from
gradient boosting model (the best models for each target variable). Feature selection
from GBM was done by selecting top 4 features using relative influence metric
[13]. The results are presented at Table 4.

Relevance is best estimated using keyword-related features, and usefulness is
best estimated using post length and position in thread. Also, graph features appear
in best feature list. This means that relevance-oriented are quite different from
usefulness-oriented queries. Relevance-oriented queries can be handled by
keyword-based features, and usefulness-oriented queries require simple textual and
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structural features. Both model types can be improved by incorporating social graph
features.

Note that despite the fact that relevance-oriented and usefulness-oriented queries
are different types of queries that require different ranking methods, in real systems
these models can be merged [14] in order to retrieve both relevant and useful posts.

5 Conclusion

We have defined query types to consider, collected dataset from four forums,
constructed features and models, estimated model quality and interpreted the results
to compare query types. The usefulness-oriented and relevance-oriented queries are
different by nature, and have weak correlation of their target variables.
Relevance-oriented queries are best handled using keywords-based features and
linear model while usefulness-oriented queries are best handled using gradient
boosting model and textual and structural features.
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Vibro-Acoustic Fault Analysis of Bearing
Using FFT, EMD, EEMD and CEEMDAN
and Their Implications

Satish Mohanty, Karunesh Kumar Gupta and Kota Solomon Raju

Abstract This paper analyses the vibro-acoustic characteristics of the bearing
using FFT (Fast Fourier Transform), EMD (Empirical Mode Decomposition),
EEMD (Ensemble EMD) and CEEMDAN (Complete EEMD with Adaptive Noise)
algorithms. The main objective is to find out the best algorithm that avoids mode
mixing problems while decomposing the signal and also enhance the feature
extraction. It is observed that even though acoustic and vibration can be used for the
fault detection in the bearing, duo follow differently interns of their statistical
distributions. The feature of the bearing is acquired using acoustic and vibration
sensors and analyzed using non-linear and non-stationary signal processing tech-
niques. The statistical distribution of the data plays a major role in truly extracting
the components using signal processing techniques. All the algorithms are data
driven, as per the conditional events of the system, these algorithms efficiency
increases or decreases. Here, the vibro-acoustic feature of the normally distributed
acoustic and vibration signature are extracted effectively using CEEMDAN with
least computational time and efficient signal extraction.

1 Introduction

Bearings are the vital element in almost all industries and daily life. It has wide
application and the preventive measures need to be taken care to avoid any kind of
disaster. Bearing fault generally occur due improper uses i.e., harsh environmental
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condition and improper uses [1]. The condition of failure in bearing depends on
various parameters such as bearing types, applications, environmental conditions,
or any manufacturing defects [2, 3].

The condition in the bearing can be evaluated and analyzed using various sensing
and signal processing techniques. As far as the fault frequencies identifications are
ascertain, the feature can be acquired different types of sensors i.e., vibrations,
acoustic/sound pressure monitoring, acoustic emission (AE) monitoring, ultrasonic
emission, temperature monitoring, chemical analysis, laser monitoring, current
monitoring and perception based monitoring etc. [4–6]. Each techniques having their
significant contribution in detecting fault. AE are mostly used for qualitative analysis
as compared to the quantitative analysis by ultrasonic emission, but both can be used
for early fault detection. These sensing methods are costly as compared to micro-
phone and accelerometer. Microphone with higher sensitivity can be used to detect
the fault in the bearing, but it is prone to high external noise [8]. Accelerometer
sensor can be used for fault analysis, but early fault cannot be detected using this
technique. To infer the features of the bearing, combination of different sensing
technologies can be used as an asset to discover the problem persists in the bearings.

The signal processing can be done through different techniques i.e., Fast Fourier
Transform (FFT), Short Time Fourier Transform (STFT), Wavelet Transform [7]
and Hilbert Huang Transform (HHT) [8, 9], EMD, EEMD, CEEMDAN [10, 11]
and Variational Mode Decomposition (VMD) [12]. FFT has higher extraction
efficiency than that of all other algorithms, but, it suffers from the condition of
non-linearity and non-stationary. The global to local decomposition method
adopted by STFT can be used to analyze the non-stationary signal, but it suffers
from the non-linearity condition and lacks in multi resolution analysis. The window
and the signal behavior must match statistically to extract the actual information
present in the signal, which is least considered in signal analysis. Wavelet transform
is better option than FFT, but the improper selection of the basis function can affect
the analysis. Even though, it can be used for multi resolution signal analysis i.e.,
only for frequency modulated signals not for amplitude modulated. To better
analyze amplitude and frequency modulated signals, EMD can be used as it behave
like a dyadic filter. In literature, EMD has been used by many researchers, but EMD
abide by noise and sampling rate issues. EMD is a dyadic filter, the reaction to noise
and sampling inhibit its application in industrial noisy environment. The vibration
signal obtained from the experimental setup is complex and are of multi tone
signals. EMD fails to decompose close multi tone signals and it can be better
performed using VMD [12]. VMD cannot be used for time frequency analysis and
the selection of constraint bandwidth and the resulting modes cannot be decided
adaptively. Here the analysis is carried out using EMD, EEMD CEEMDAN [10]
techniques and their significance in fault detection of bearing to certain extent. The
goal of this paper is to use non linear and non stationary signal processing technique
in fault detection of bearing. EEMD uses the Gaussian noise to avoid the mode
mixing problem occurred in case of EMD. The solution leads to the significant
residual noise and the decomposition level increases. CEEMDAN follows the same
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trend of adding noise, but it has better spectral separation and the decomposition
time also reduces. The mode mixing in the signal is too complex and can be carried
out with statistical signal processing or wavelet packet transform followed by
CEEMDAN to extract the feature of the faults [13, 14]. The performance of these
signal processing techniques are tested to on vibro-acoustic signals to identify the
fault in the bearing.

2 Mathematical Interpretation of Frequency

In general, the frequency of vibration of the ball bearing is estimated from the
mathematical formulation and the same is compared with experimental signals to
identify the nature of the fault. The defects frequencies calculated mathematically
for outer race, inner race, ball spin and fundamental train frequencies are defined in
(1–4).

for ¼ fs
Nb

2
1� Bd

Pd
cosu

� �
ð1Þ

fir ¼ fs
Nb

2
1þ Bd

Pd
cosu

� �
ð2Þ

fbs ¼ fs
Pd
2Bd

1� B2
d

P2d
cos2u

� �
ð3Þ

fftf ¼ fs
2

1� Bd

Pd
cosu

� �
ð4Þ

Where for is outer race defect frequency, fir is the inner race defect frequency,
fbs is the ball spin frequency, fftf is the train frequency, fs is the spin frequency of
shaft, Nb is the number of balls in the bearing, Bd is the ball diameter, Pd is the pitch
diameter and u is the contact angle.

3 Empirical Mode Decomposition

The acoustic and vibration signal obtained from the experimental setup is complex
and are of multi tone signals. EMD is used to decompose the signal into number of
Intrinsic Mode Function (IMF’s). The decomposition method extract from higher to
lower frequencies till the residual monotonic signal is achieved. The decomposition
of the real time data x(t) is as follows,
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1. Sample the time domain signal xðtÞ; depending on the sample rate of acquisition
device (DAQ card) and the required sample for the type of applications.

2. Identify all maxima and minima for the sampled data points xðnÞ.
3. Generate upper and lower envelope i.e., emin(n) and emax(n) using Cubic Spline

interpolation.
4. Calculate the mean m (n) for upper and lower envelope.
5. m(n) = (emin (n) + emax (n))/2.
6. Extract the mean from the time series and define the difference of x(n) and m(n)

as d(n).
7. h(n) = x(n)−m(n);
8. Check the properties of h(n). If SD > 0.3, repeat steps 1–7 until the residual

satisfies some stopping criterion. Standard deviation (SD) is calculated as;

SD ¼
X ðprev(h)� hÞ2

prevðhÞ2

9. In the end the signal x(n) can be represented as in (5).

X(n) ¼
Xn
i¼1

ciðnÞþ rnðnÞ ð5Þ

Once the IMF’s are obtained, FFT is applied to the IMF’s to get the spectral
components of the original decomposed signals as in (6).

X(k) ¼
XN�1

n¼0

IMFðnÞe�j2pkn=N ð6Þ

Where N is number of discrete sample points, and is 10,000 for this experiment.

4 Experimental Setup and Methodology

The experimentations are performed to identify the acoustic and vibration feature in
global and local domain using different signal processing techniques. The
accelerometer sensors are mounted onto the surface of the ball bearing using stud
mounting and the data are acquired from the sensors using NI USB 4432. Vibration
and acoustic signals are acquired at a sampling rate of 5120 samples/sec using two
different types of sensors i.e., ±50 g, ±1 g accelerometer and GRAS array
microphone as shown in Fig. 1. In case of acoustic signal, acquisition preamplifier
is used to amplify the signal from the microphone to enhance the strength of the
signal. For, practicalities of the paper only ±50 g and GRAS array microphones are
used to analyze the extracted features.
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For fault identification, SKF-6205, deep groove ball bearing (DGBB) is used for
analysis. Before the diagnosis of the fault, the bearing is subjected to load for a
period of 25 h in a Spectra Quest bearing prognostic simulator. The developed fault
is further analyzed using the fabricated experimental setup as shown in Fig. 1. The
bearing configuration and the fault frequencies are listed in Tables 1 and 2.

5 Results and Analysis

The vibro-acoustic features can be used simultaneously to detect diagnosis of fault.
The behavioral patterns for the four different algorithms are investigated in the
detection of the fault as well as the exact IMF (intrinsic mode functions) identifi-
cation that exactly emulated the faulty state of the bearing. The mode mixing
problem in EMD is investigated further using EEMD and CEEMDAN.

5.1 Fast Fourier Transform

FFT is the hidden basic building block of all the signal processing and decoding
algorithms, even though the extraction method changes with bit variation in the

Fig. 1 Experimental setup of ball bearing simulator with array microphone, accelerometers,
proximity sensor. *Acc. (Accelerometer), Mic. (Microphone), PS (Proximity Sensor), SC (Signal
Conditioner)

Table 1 Ball bearing configuration

Bearing type Pitch dia (in) Rolling element dia (in) Number of rolling element

6205(DGBB) 1.537 0.3125 9

Table 2 Ball bearing frequencies

Shaft speed (RPM) fir (Hz) for (Hz) fbs (Hz) fftf (Hz)

3000 (50 Hz) 270.747 179.253 117.877 19.917
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basis functions. The result for the acoustic and vibration response of the faulty
bearing is as shown in Figs. 2 and 3.

It can be observed that the rotation of the shaft of 50 Hz as in Table 2. is traced
with its corresponding harmonics as in Fig. 3. The fault frequency is also identified
as 270 Hz, which closely matches with the inner race fault of the bearing. It can be
drawn that the maximum failure in the bearing due to loading is caused due to the
inner race. The detection of inner race fault is significant as compared to the outer
race under radial load. The limitation of FFT in analyzing non-linear and
non-stationary signals calls for new algorithms.
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Fig. 2 Time response of acoustic (top) and vibration (bottom) data samples
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These algorithms generally deal with noises that are Gaussian. The statistical
distributions of the time domain signals for acoustic and vibration signatures are as
in Figs. 4 and 5. The ranking of the distributions are based on Chi-squared test. The

Probability Density Function
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purpose is to check the exact distribution of acoustic and vibration and their
probability density function.

It is observed from Fig. 4 that the acoustic data follows normal distribution (rank
3) and the fitness function of this distribution is higher compared all other distri-
butions. This is true for our experimental data; it is not always true that the data
matches to the normal distribution. If the data matches to the perfect normal
distribution then Principal component analysis can be used for blind source sepa-
ration as mode mixing are concerned. If the signal distribution are non-Gaussian
then ICA (Independent component analysis) can be used just after is processed by
the any of the non-linear and non-stationary algorithms considered in [15].

Figure 5 shows that the Beta and Johnson SB distributions are best suited as
compared to the normal distribution (rank 5). The distribution has tremendous
impact on the analysis process and the techniques used.

5.2 Empirical Mode Decomposition

To extract the non-linear and non stationary feature of the bearing, further signals
are decomposed into their IMF’s (intrinsic mode functions). The extracted results
for the acoustic and vibrations are as shown in Fig. 6. It is observed from Fig. 6a
that the IMF 3, 4 have the same significant peak at 270 Hz. Even though the
algorithm could able to trace the fault signature and matches to Fig. 3, the selection
of IMF is now difficult as the same frequency reflects at multiple decomposition
levels. It can be observed from Fig. 6b that for vibration signal analysis the mode
mix-up happens at the fifth order harmonics i.e., 249.4 Hz of the rpm rather at fault
frequencies. It means the signal of acoustic and vibration even though looks for the
same source i.e., bearing; they have different statistical distributions as observed in
Figs. 4 and 5.

5.3 EEMD

The analysis is further verified using EEMD technique. It is observed from Fig. 7a
that, the intensity of vibration falls to lower level as compared to the EMD, but the
detection of rpm of the mill is stable for both acoustic and vibration signals i.e.,
50.18 Hz. Figure 7a, b are in more congruence as compared to Fig. 6a, b.

The rpm detection is erroneous in case of EMD for acoustic signal. The EEMD
algorithm is best suited to extract all the information independent of the data types
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i.e., acoustic or vibration as compared to EMD. As the problem of mode mixing is
concerned EEMD also has the same problem as that of EMD.

5.4 CEEMDAN

The detection and analysis is further validated using CEEMDAN. It can be
observed from the acoustic patterns in Fig. 8a, that the acoustic pattern is well verse
with the Fig. 7a. The same analysis for vibration results shows that the Figs. 7b and
8b are in congruence. There is no significant difference between EEMD and
CEEMDAN. The computational extraction level increases as the decomposition
level increases as in Table 3. The computational complexity of CEEMDAN is

Fig. 6 Time (left) and frequency (right) response of a acoustic and b vibration signals using EMD
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lower than that of EEMD with effective signal extraction for both acoustic and
vibration signals.

All the algorithms are very effective in extracting the inner race fault of the
bearing effectively, if the mathematical Eqs. (1–4) are known. All these algorithms
having short fall in avoiding mode mixing problem occurred in the bearing fault
analysis. These techniques are adaptively decomposes into number of levels as
compared to the VMD algorithms, but the mode mixing problem can be avoided
using VMD, but VMD is not applicable for non stationary signal analysis. To avoid
mode mixing, the data need to be statistically distributed using statistical tool and
further the data need to adaptively un-correlate the correlated IMF components
using ICA (independent component analysis) [15].

Fig. 7 Time (left) and frequency (right) response of a acoustic and b vibration signals using
EEMD
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6 Conclusions

CEEMDAN perform better than all other algorithms in terms of signal detection
and computational time, but lags to avoid the mode mixing problem. These algo-
rithms can be used to detect amplitude and frequency modulated fault signals
adaptively. All the algorithms except FFT can be used for nonlinear and non
stationary signal analysis with effective identification of the inner race fault in the
bearing. These algorithms are prone to mode mixing problems, even though they

Fig. 8 Time (left) and frequency (right) response of a acoustic and b vibration signal using
CEEMDAN

Table 3 Decomposition levels by algorithms

Algorithms Number of modes produced
for acoustic signal

Number of modes produced
for vibration signals

EMD 13 13

EEMD 15 15

CEEMDAN 14 14
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effectively extract the information content. These algorithms computational cost
increases as the standard deviation is chosen to a lower value and the sample length
selection is higher. In future, the extraction of the feature using these algorithms
followed by statistical distribution analysis and Independent component analysis
can be used to eliminate the mode mixing problems.
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An Evaluation of Convolutional Neural
Nets for Medical Image Anatomy
Classification

Sameer Ahmad Khan and Suet-Peng Yong

Abstract Classification of the anatomical structures is an important precondition
for several computer aided detection and diagnosis systems. Attaining extraordinary
precision for automatic classification is a stimulating job because of vast amount of
variation in the anatomical structures. Current trend in object recognition is driven
by “Deep learning” methods that are outperforming the contemporary methods in
classification of images. Till now these “Deep learning” methods have been applied
on natural images. In this study, we compare the performance of three main Deep
learning architectures i.e. LeNet, AlexNet, GoogLeNet on medical imaging data
containing five anatomical structures for anatomic specific classification.

1 Introduction

Classification of medical images is considered to be an important component of
computer aided detection and diagnosis systems [1]. Automatic localization or
identification is very useful in initializing organ specific processing such as detecting
liver tumors [2]. It is a challenging task to achieve high accuracies for automated
classification of anatomy, because of the variability’s in the anatomical structures
due to varying contrast, deformed shapes due to pathologies and occlusion. In image
classification problems the descriptiveness and discriminative power of features
extracted are important to achieve good classification results. The feature extraction
techniques that have been used in medical imaging commonly include filter based
features [3] and the very popular scale invariant feature transform (SIFT) [4].
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Neural Networks (NN) has been studied for many years to solve complex classi-
fication problems including image classification. The distinct advantage of neural
network is that the algorithm could be generalized to solve different kinds of problems
using similar designs. Convolutional Neural Network (CNN) is a successful example
of attempts to model mammal visual cortex using NN. The reason for using convo-
lutional neural nets (CNNs) for anatomy specific classification is that these CNNs
outperformed the contemporary methods in natural image classification [5]. Also
CNNs have made substantial advancements in biomedical applications [6]. In addi-
tion to this recent work has shown how the implementation of CNNs can significantly
improve the performance of the state-of-the-art computer aided detection systems
(CADe) [7–9]. In this study we are evaluating the comparative performance of three
milestones in the development of Convolutional Neural Networks for anatomy
specific classification, i.e. LeNet [10], AlexNet [5] and GoogLeNet [11].

2 Related Work

2.1 Convolutional Neural Nets

Convolutional Neural Networks (CNNs) are a special kind of deep prototypes that
are in charge for numerous exhilarating recent results in computer vision. Initially
proposed in the 1980’s by K. Fukushima and after that developed by Y. LeCun and
teammates as LeNet [10], CNNs picked up acclaim through the accomplishment of
LeNet on the challenging task of handwritten digit recognition in 1989 It took a few
decades for CNNs to create another leap forward in computer vision, commencing
with AlexNet [5] in 2012, which won the overall ImageNet challenge.

In a CNN, the key calculation is the convolution of a feature detector with an input
signal. Convolutionwith a pool offilters, like the learnedfilters in Fig. 1, augments the
representation at the first layer of a CNN, the components go from individual pixels to
straightforward primitives like even and vertical lines, circles, and fixes of shading.
Rather than ordinary single-channel picture processing filters, these CNN filters are
processed over all of the input channels. Convolutional filters are translation-invariant
so they yield a high reaction wherever a feature element is identified.

2.1.1 LeNet

LeNet [10] comprises of five layers that contains trainable parameters as shown in
Fig. 2. The input is a 28 � 28 pixel image.

Layer 1 represents convolutional layer that contains 20 feature maps with kernel
size of 5, which depicts that each unit in each feature map is connected to 5 � 5
neighborhood in the input. Conv1 contains 1520 learned parameters. Layer 2
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i.e. pool1 is a pooling layer that aggregates the learned parameters to make the
invariant to the transformations. Pool1 represents a layer with 20 feature maps of size
12 � 12. Layer 3 is again a convolutional layer conv2 that produces 25,050 learned

Fig. 1 Filters learned by convolutional layer

Fig. 2 LeNet architecture
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parameters by convolving the pooled feature maps. Layer 4 i.e. pool2 aggregates the
convolved features from layer 3 i.e. conv2. After convolutions and pooling, in layer 5,
i.e. ip1, an inner product operation trailed by rectified linear unit activation (ReLU)
function is applied, that resulted in 400,500 learned parameters. After this in layer 6
i.e. ip2 an inner product operation is again applied, that resulted in a reduced set of
learned parameters, i.e. 2505. So a total of 429,575 parameters are learned which are
then passed to a softmax classifier to determine the loss from the actual output.

2.1.2 AlexNet

AlexNet [5] proposed by Alex Krizhhevsky as shown in Fig. 3 is a convolutional
neural net that revolutionized the image classification task by beating the state of
the art image classification methods in 2012.

AlexNet comprises of 11 layers. i.e. conv1 added with relu1 and norm1, with
kernel size 11 and stride of 4, which means after every four pixels perform the
convolution. Which produces some learned parameters. The first layer i.e. conv1
layer is followed by pooling i.e. pool1 as explained above for the LeNet. The kernel
size for the pooling is set to 3 with stride 2. Pool1 is followed by convolution conv2
with kernel size 5 and stride 2. On conv2 parameters relu2 is applied, that is followed
by norm2. The conv2 parameters are again pooled in pool2 layers by applying

Fig. 3 AlexNet architecture comprising of 8 layers
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maxpooling with kernel size 3 and stride 2. The pooled feature maps are again
convolved in layer conv3, with parameter setting of kernel size equal to 3, stride of 1
and padding of 1. These convolved features are again convolved in layer conv4 with
parameter setting same as in layer conv3, followed by relu4. The features from layer
conv4 are again convolved in layer conv5, with the same parameter setting as in
layer conv4 followed by relu5. The features from layer conv5 are pooled in layer
pool5. Which is followed by fully connected layers, i.e. fc6, fc7 and fc8. In the layer
fc6 two operations are applied, i.e. relu6 and drop6. Dropout operation prevents the
deep nets from over fitting. The layer fc6 is followed by fc7, which is accompanied
with relu7 and drop7. The features are finally fully connected through layer fc8 to the
softmax classifier that determines the loss from the actual output.

2.1.3 GoogLeNet

GoogleNet [11] is a deep learning framework in which authors proposed an
inception architecture that is based on how an optimal local sparse structure in a
convolutional vision network can be approximated and covered by available
components [11]. The architecture is based on the Hebbian principle, which states
that neurons that fire together-wire together. According to this architecture and
Hebbian principle, in images correlation tend to be local cover very local clusters by
1 � 1 convolutions. After that cover more spread out clusters by 3 � 3 convolu-
tions as illustrated in Fig. 4.

After 3 � 3 convolution, the cluster that are more spread out cover those with
5 � 5 convolution, that will result in a heterogeneous set of convolutions.
GoogLeNet comprises of 9 inception modules.

Fig. 4 Convolution for local
and spread out clusters that
are correlated
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3 Experimental Evaluation of LeNet, AlexNet
and GoogLeNet for Anatomy Specific Classification

We started our experimentation with the data set acquired from the U.S. National
Library of medicine, national Institutes of Health, Department of Health and Human
Services. This is an open access medical image database that contains thousands of
anonymous medical imaging data, ranging from various modalities like CT, MRI,
PET, XRAY etc. this database also contain images with various pathologies. For
our experimental evaluation we downloaded 5500 images of various anatomies.
The anatomies we considered for our experimentation are lung, liver, heart, kidney
and lumbar spine. We downloaded the normal and pathological images, so that
these frameworks should be generalized to classify any image of the same organ if
it varies in shape or contrast. We supplied 1000 images per category for the training
purpose, out of which 25 % were used validation. For the testing purpose we used
the different test set also acquired from the same database. The test set contains 66
images of different anatomies as mentioned above. We used 3851 images for
training and 1149 for validation.

3.1 Experimental Evaluation of LeNet

We started our experimentation with LeNet. Before training the net we resized the
images to the size of 28 � 28 and preprocessed them by subtracting the mean

Fig. 5 Training loss and validation accuracy with each epoch

298 S.A. Khan and S.-P. Yong



Fig. 6 Training loss and validation accuracy for AlexNet

Fig. 7 Training loss and validation accuracy for GoogLeNet
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image from each pixel. After that we trained the LeNet with the batch size of 50.
Which means 50 images were supplied at a time for each epoch for training and we
used stochastic gradient descent as a training algorithm with a learning rate of 0.01.
The training of the LeNet is shown in Fig. 5, which depicts how the accuracy and
training loss goes with each iteration.

This figure gives us the accuracy of 45 % on the validation data, whereas the
training loss decreases and validation loss is greater than the validation accuracy
with each iteration depicting that the model is over fitting. After that we tried to see
how this network performs on the unknown data i.e. the test data. The test data is
evaluated on AlexNet and the top nine predictions to classify the data into
respective classes is shown in Figs. 8 and 9. The summarized results of training and
validation is shown in Table 1.

Fig. 8 Top 9 predictions of AlexNet for each anatomy

300 S.A. Khan and S.-P. Yong



3.2 Experimental Evaluation of AlexNet and GoogLeNet

The parameter setting for AlexNet is different from LeNet. The image dimensions
for AlexNet are set as 256 � 256. The images are mean subtracted also and
network is trained with the same training algorithm i.e. stochastic gradient descent.

Fig. 9 Top 9 predictions of AlexNet for each anatomy

Table 1 Comparative results
of LeNet, AlexNet and
GoogLeNet

CNN Training loss Validation accuracy (%)

LeNet [10] 0.1 45

AlexNet [5] 0.9 51

GoogLeNet [11] 1.7 20
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The batch size for AlexNet is 50 while as the default batch size is 100. But because
of the limiting capability of our machine we choose the 50 batch size and same
setting has been adopted for the GoogLeNet. The training of the AlexNet and
GoogLeNet with each iteration is shown in Figs. 6 and 7 respectively. It is evident
from the figures that GoogLeNet does not perform well on the medical imaging
data, whereas AlexNet has much higher validation accuracy then LeNet and
GoogLeNet. But its training error increases with each epoch but still performs better
than other two CNNs in terms of validation accuracy.

4 Conclusion

In this study we compared three state-of-the-art convolutional neural networks for
anatomy specific classification. We experimented with five different anatomies. It is
evident from the results that CNN with the AlexNet architecture performs quite
good then other two architectures. While as one of the good outcomes of this study
is that it gave an insight into an important factor i.e. increasing the number of layers
in case of GoogLeNet does not always increase the performance. So in order to get
the better accuracies an optimization with solution to over fitting is needed in the
future to train these nets to perform better on medical image data.
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Ant Colony Optimization and Feature
Selection for Intrusion Detection

Tahir Mehmod and Helmi B. Md Rais

Abstract Network intrusion detection gained a lot of attention from the security
expert. Intrusion detection system has been designed for the purpose detecting
attack and comprises of detection method that can be anomaly based or it can be
signature based. These detection method, however, highly depends on the quality of
the input features. Supervised learning approach for the detection method finds the
relationship between the feature and its class. Therefore, irrelevant, redundant, and
noisy features must be eliminated before applying supervised algorithm. This can
be done by feature selection method. In this paper ant colony optimization has been
applied for feature selection on KDD99 dataset. The reduced dataset is validated
using support vector machine. Results show that accuracy of the SVM is signifi-
cantly improved with reduced feature set.

1 Introduction

As many organizations are facing the cyber-attack, confidentiality, integrity, and
availability of the data is become a major issue. Intrusion detection system is
designed to detect intrusion in a single host or in a network [1]. Formal type is
called host based intrusion detection system while the later one is the second type of
intrusion detection system and is called, network based intrusion detection system.
Host based intrusion detection system use system log files and other logging
mechanism to identify any attack. It resides on a single host system and that is why
it highly depends on operating system architecture. Any shortcoming of operating
system may compromise intrusion detection system as well. On the other hand,
network based intrusion detection system is deployed on a network segment and it
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analyzes the network packet for any attack [2]. Network based intrusion detection
system is independent of the operating system, in fact it is transparent to the
operating system of the host as it do not reside on the host system. Both types of
intrusion detection system use intrusion detection method for the detection of
intrusion.

There are two types of intrusion detection method. One is called signature based
intrusion detection method and the second type is called anomaly based intrusion
detection method [3]. Signature based intrusion detection method also known as
misuse based detection method looks for pattern or signature in a data that complies
within a malware [4]. Signature based IDS has a database consists of signatures of
the attacks. Signature based IDS uses the stored signatures of the malware for the
detection. Therefore, this method has high true positive rate. The problem with the
signature based technique is that it cannot detect novel attacks as no signature exist
yet for the novel attack [5]. Contrarily anomaly based detection method can detect
novel attack as it looks for abnormal behavior that do not comply with the normal
operation of the system or network. Major drawback of this method is that it has
high false positive rate since it is difficult to define normal behavior of the system or
network [6].

Many machine learning algorithms have been used for the implementation of the
detection methods. These machine learning algorithms highly depend on the input
features. Irrelevant, redundant, and noisy features causes the machine learning
algorithm to develop the detection model with low accuracy rate and with high false
positive rate. Therefore, these feature must be eliminated at the preprocessing step.

Rest of the report is organized as follows; Sect. 2 gives introduction about
feature selection. Section 3 contains introduction of ant colony optimization
(ACO) which is followed by related work in Sect. 4. Proposed methodology has
been discussed in Sect. 5 and results are given and discussed in Sect. 6. At the end
conclusion is given in Sect. 7.

2 Feature Selection

For classification problem feature selection is used for the elimination of irrelevant,
redundant, and noisy features to improve the accuracy of the classification algo-
rithm. This is done at the preprocessing step before applying any machine learning
algorithm. Feature selection process selects a subset of features that represents the
whole feature set [7]. Which features should be included or excluded is being
decided in this process. Relevancy and redundancy are the two decisive factors for
feature selection process [8]. Relevant features are those that envisage the desired
system response, on the other hand, redundant features have a high degree of
correlation among themselves. Thus, removal of the redundant features is desired.
Features that are highly correlated with each other give no additional information.
While robust features have a high degree of correlation relevant to desired decision
and uncorrelated with other features in feature set. By using feature selection at
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preprocessing step, the predictive accuracy of the machine learning algorithms can
be increased. Robust feature set also reduces the training time of the classifier as
robust features are invariant in nature and reduces the dimension in high dimen-
sional data. Reduced dataset also decreases dataset which acquire less storage
space.

Feature selection process has four steps as shown in Fig. 1. Subset generation,
subset evaluation, stopping criteria, and result validation [9]. Subset generation
generates a different subset of features, and each feature subset is evaluated in
subset evaluation process. If the current feature subset is better than previous feature
subset than it replaces the previous one. Subset generation is a searching process,
which can be complete, heuristic or random search. Generated feature subset is then
validated by some tests.

In network intrusion detection, features are extracted from protocols header at
different layers of network architecture and contents of data packets. Due to this
reason noise in channels propagate to extracted features, this leads to false intrusion
alarm. There are two types of feature selection methods: Filter and wrapper. Filter
method selects the subset of features without involving learning algorithm in
evaluation phase and is mainly based on ranking of features, which represents the
relevancy of the features [10]. In contrast, wrapper method evaluates a subset of
features using learning algorithm [11]. This evaluating algorithm is called itera-
tively unless a robust subset of the feature is selected. Filter based approach is
computationally fast compared to wrapper based as it doesn’t involve any learning
algorithm during ranking of features. However, wrapper based feature subset
accomplishes good accuracy rate as it involves learning algorithm in the subset
evaluation phase [12].

Fig. 1 Feature selection process
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3 Ant Colony Optimization

Ants used chemical substance for the communication and is called, pheromone. Ants
used it to remember the path from source of food to nest. More intensity of pher-
omone attracts more ants. Initially ant’s foraging like behavior was used for traveling
salesman problem (TSP) and the model was named ant system [13]. Ant colony
optimization (ACO) has produced efficient results for NP-hard set problems. ACO
has many variations. In this paper we used ant colony system (ACS), which uses two
level pheromone update i.e. local pheromone and global pheromone update. In
global pheromone update only those edges get pheromone update that belongs to
best ant. A digital ant selects next node using some transition probability rule.

4 Related Work

Since feature selection is NP-complete problem that is why ACO has been widely
adapted for feature selection. Below lists some of them.

George [14] utilized principle component analysis for feature reduction. Using
principle component analysis 28 features were selected. The reduced feature set was
validated using SVM. Tsang et al. [15] used independent component analysis and
principle component analysis for his proposed model called, ant colony clustering
model.

Gao et al. [16] proposed ant colony optimization method for KDD99 feature
selection. The proposed method mapped the features into graph which were con-
nected to each other, giving opportunity to each ant to select any feature. Selection
of next feature by an ant was based on the heuristic information and pheromone
value. Fisher discrimination rate was used as heuristic information. Edges contained
the pheromone value and only the ant that resulted less squared error used global
pheromone update on the edges visited during solution construction.

Nadia and Marcus [17] proposed a wrapper based feature selection based on
ACO. The proposed method does not used traditional graph method, instead each
feature is represented by 1 and 0 which indicated the selection of feature. An ant
select next feature using a probability function which uses pheromone value and
heuristic information. Each feature possessed pheromone value. While heuristic
information described the desirability of feature which calculated by the number of
ants visited that feature. Local pheromone update was used at each construction step
while global pheromone was used by the best ant which update the pheromone
value for all features that were selected by best ant.

Alwan and Mahamud [18] used mixed variable ant colony optimization for
feature selection and at the mean time regulating C and c parameters for SVM.
SVM used RBF kernel function and the applied kernel function highly depends on
C and c value. During the feature selection mixed variable ant colony optimization
method also searches for C and c values that can improve the accuracy of SVM.
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Heuristic information adopted fisher discrimination rate. Pheromone value lied on
the edges and only the ant that produced high accuracy for SVM was allowed to
update the pheromone value on the edges used during solution construction.

5 Proposed Methodology

Ant colony optimization for feature selection has been proposed in this paper.
Features are represented in a completely connected graph problem thus choice of
selecting next feature is given to each ant. An ant moves to next feature using given
transition probability.

pi;j ¼ maxðsjÞb:gj ð1Þ

Pheromone value (s) is related to each feature instead on edges. At the start of
solution pheromone value to each feature is initialized by its entropy value to the
prediction of the class. b controls the importance of the pheromone value during
selection of next feature. If b is 0 than pheromone value for the feature is com-
pletely ignored. Number of time the feature visited is considered as heuristic
information (η). Initially heuristic information is kept 1 so that no feature can get
biased heuristic at the start of the constructing solution by the ants.

At each solution construction, local pheromone value is updated using given
formula,

sj ¼ ð1� qÞ:sj þMj � r ð2Þ

where

Dj ¼ q if j e Sþ

0 otherwise

�

S+ is the set of features visited for that particular run. r ε (0,1] controls the value
for Dϳ. After completing tour each ant passes its dataset to naïve bayes classifier.
Ant’s dataset that results high accuracy rate gets global pheromone update and uses
following equation.

sj ¼ ð1� qÞ:sj þ;j � r ð3Þ

Where

;j ¼ q if j e global best ant tour
0 otherwise

�
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This whole method is repeated until stop criteria is met which is if none of the
ants can improve accuracy for naive bayes classifier compare to the previous best
ant result.

6 Results and Discusssions

In this paper KDD99 dataset has been used for evaluation of detection model.
Feature subset is validated using LibSVM in Weka [19]. Binary classification has
been used in the experiment. This dataset is widely adapted for the evaluation of
detection model [20]. Dataset contains one normal class data and four attack
classes’ data namely, Denial of service (DoS), Probe, Remote-to-Local (R2L), and
User-to-Root (U2R). Training and testing dataset exist for this dataset. Training
dataset hold 494,021 network records while testing dataset comprises of 311,029
network records. Each instance is represented by 41 features. Both datasets contains
redundant instances which were removed. Subset of training dataset is generated
which contains 5823 instances for each two classes, normal class and attack class.
Since we used binary SVM therefore all the four attack classes are merged into
single attack class. The test dataset used contains 77,287 instances.

Fig. 2 Result comparison for
normal class

Fig. 3 Result comparison for
attack class
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By using ACO 14 features were selected. Feature subset is than validated using
SVM. Result is compared with full feature set result. Figure 1 shows the result for
normal class. It can be seen that true positive rate (TPR) for reduced feature set is
improve to 98.5 % from 98.2 % for whole feature set. Moreover, false positive rate
(FPR) for reduced feature set is 2 % compared to full feature set i.e. 3 %. Figure 2
depicts the result for the attack class. From result it can be seen that reduced feature
set gave TPR 98 % which is better than full feature set results 97 %. Accuracy for
both feature set is shown in Fig. 3. Accuracy rate for SVM has been improved from
97.72 to 98.29 % when classified with the reduced feature set. (See Fig. 4)

7 Conclusion

High amount of data and irrelevant, redundant features make it difficult to build the
prediction model for anomaly detection method. Features selection play vital role to
build the prediction model in machine learning. In this paper feature selection
method for anomaly detection has been presented. Ant colony optimization
(ACO) has been proposed in the work due to its capability of utilizing previous
information in the form of pheromones. SVM is used to build the anomaly detection
model and the selected features are validated using this model. This work shows
that robust features can be selected using ACO. Also fast and efficient detection
method can be achieved using these robust features. This leads to real time
detection of the intrusions in networks.
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