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Abstract

In this paper, the solution of unconstrained optimization problems has
been suggested by using scaling of BFGS-SD method. This method
is globally convergent with inexact line searches for general convex
functions. The number of iterations and CPU-time of this method has
been compared with those of the original BFGS method.
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1. Introduction

Consider the unconstrained optimization problems:

min f(x) (1.1)

xeR"

and let f:R" — R be continuously differentiable. The quasi-Newton

methods are an iterative scheme with the ith iteration, an approximation point

x; and the (i + 1)th iteration of x is given by
Xip1 = X% + oyd;, (1.2)
where the search direction d; is calculated by

-1
di =-B; g (1.3)
where g; is a gradient of f;. The search direction must satisfy the relation

gld; <0, which guarantees that d; is a descent direction of f(x) at x;
(Nocedal and Wright [11]). Then the step size o; in (1.2) was obtained using

the Armijo line search rule (Armijo [2])
S03) = f (i + 0yd;) = ~oag] d;, (1.4)

where s >0, Be(0,1), o €(0,1) and a; = max{s, sB, sBz, ...}. Then the
sequence of {x; };io is converged to the optimal point x* which minimizes

f (Armijo [2]), while the updated Hessian approximation formula in (1.3)

requires B; as a positive definite and satisfying the quasi-Newton equation

Bi1si = i (1.5)

where s; = a;d; and y; = g;,1 — g;- Hence, the Broyden-Flether-Goldfarb-
Shanno (BFGS) formula is used to calculate the approximation of
Hessian which is satisfied for (1.5). The BFGS algorithm for unconstrained

optimization problem uses the matrices B; which are updated by the formula
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T T
B;s;s; B, v y;
B, =B — 2090 Pi i

> (1.6)
siBis; sl
which can be found in Dai [3], Mascarenhas [9], Yuan and Wei [12] and
Ibrahim et al. [6, 7].

This paper is organized as follows. In Section 2, we elaborate the step
size that is used in the modification of the Broyden’s algorithm. Then the
combination of search direction and the new procedure is also discussed
in Section 2. The convergence result will be shown in Section 3 and an
explanation about the numerical results is given in Section 4. The paper ends

with a short conclusion in Section 5.
2. Scaling BFGS-SD

Mamat et al. [8] suggested to hybrid the search direction between the
quasi-Newton methods and the steepest descent method while Han and
Neumann [5] focused on combining the quasi-Newton and Cauchy direction.
In both the researches, they proved that the new algorithms are globally

convergent under line search conditions
T
fis1 = fi Soougrdy, 0<op <1/2,
T T
giv1d; 2 02g;d;, 0<op <oy <], 2.1
with assuming the level set L = {x| f(x) < f(xy)} is bounded. Mamat et al.
[8] suggested the search direction for quasi-Newton method is
-1
di = —;B; g — 9;g;. (2.2)
where n; > 0 and §; > 0.

Our primary motivation here is to develop a fixed parameter in (2.2) to
reduce the number of iterations as well as the CPU-time compared to the
original BFGS method. Besides, the objective of this research is also to form

the properties of global convergence on the BFGS-SD method. Hence, we
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suggested a search direction with fixed parameter which is stated as follows:
-1
di = =B; g +pg;>
(B; —pl)d; = —g;. (23)

where / is the identity matrix and p < 0. Hence, the new algorithm based on

(2.3) is derived as follows:
Algorithm BFGS-SD

Step 0. Given a starting point x, and Bj = [,,. Choose values for s,

andocandset i = 1.

Step 1. Terminate if | g(x;,;) | < 107° or i > 10000.

Step 2. Calculate the search direction by (2.3).

Step 3. Calculate the step size a; by (1.4).

Step 4. Compute the difference s; = x; —x;_j and y; = g; — g;_|.
Step 5. Update B;_; by (1.6) to obtain B;.

Step 6. Set i =i+ 1 and go to Step 1.

The difference between the BFGS-SD algorithm and the BFGS method
is in Step 2.

3. Convergence Result

For the analysis of this section, we assume that the sequences {x;}, {B;},
{y;} and {s;} all generated by Algorithm BFGS-SD as given in Section 2 are
positive definite. We also assume that every search direction d; satisfied the

descent condition

gld; <0
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for all i > 0. If there exists a constant ¢; > 0 such that

gld; <c g | 3.1

for all i >0, then the search directions satisfy the sufficient descent

condition which can be proved in Theorem 3.1. Hence, we need to make a

few assumptions based on the objective function.
Assumption 3.1.

(H1): The level set L is convex. Moreover, positive constants ¢; and ¢,

exist satisfying
2 T 2
al 2P < 2 F()z < o 2|
forall z € R" and x € L, where F(x) is the Hessian matrix for f.

(H2): The Hessian matrix is Lipschitz continuous at the point x*, that is,

there exists the positive constant c3 satisfying

| 8(x) - () < esll x—x" |
for all x in a neighborhood of x".

Theorem 3.1. Suppose that Assumption 3.1 holds and {B;} is bounded.
Then the condition (3.1) holds for all i > 0.

Proof. From (2.3), we see that
gid; =g B 'g; +pgi &
gidi s Mg I +ol gl
<ol g |,

where ¢ = —(A; —p) which bounded away from zero. Hence, g!d; <

¢l g |* holds. The proof is completed. O
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Lemma 3.1 (See Nocedal and Wright [11]). Suppose that Assumption
3.1 (H2) holds. Then the step size o; determined by (2.1) satisfies that

T2
T4,
Jiv1 = fi £ ¢ % (3.2)
;|

where ¢, is a positive constant.

Based on Theorem 3.1 and Lemma 3.1, we can regard the new algorithm

as having strong global convergence.

Theorem 3.2 (Global convergence). Suppose that Assumption 3.1 and
Theorem 3.1 hold. Then

lim| g |* = 0.
1—>0

Proof. Combining Theorem 3.1 and Lemma 3.1 gives

® 4
Z ” &i "2 < o, (3.3)
izl i

Hence, from Theorem 3.1, we can define that || d; || < —| g; |. Then (3.3)

o0
will be simplified as Z” gi ||2 < oo, Therefore, the proof is completed. 0
i=0

4. Numerical Results

In this section, we give some numerical result on scaled BFGS
-SD algorithm. Our source code is written in Matlab 2010 using the
Intel Pentium® Dual Core processor. Test functions are the standard
unconstrained optimization problems adapted from More et al. [10] and
Andrei [1].

As suggested by More et al. [10], for each of the test problems, the initial

point x, will take further away from the minimum point. This represents a
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total of 77 test problems. In doing so, it leads us to test the global
convergence properties and the robustness of our method. In (2.3), we use

p =10"* as BFGS-SD' method and p = 107 as BFGS-SD?. While in the

Armijo line search, s =1, f = 0.5 and o = 0.1. The stopping criteria used

are || g; | <107® and the number of iterations exceeds its limit, which is set

to be 10000. The comparisons of the BEGS-SD' and BFGS-SD? results with
BFGS are summarized in Table 1 for number of iterations (ni) and the CPU-

time.

Table 1. Numerical results obtained by BFGS, BFGS-SD' and BFGS-SD’
algorithm

Global characteristic BFGS BFGS-SD! BFGS-SD?
Total iteration 213484 93254 122731
CPU-time 5580.3 1783.5 3264.1

Table 1 shows the suggested algorithm is better compared to the original
BFGS in terms of the number of iterations and the CPU-time. The speed
factor of the number of iterations is 2.29 for BFGS-SD' and 1.73 for BFGS-
SD?, while the speed factor of CPU-time is 3.12 for BFGS-SD' and 1.71 for
BFGS-SD’. The performance profile results will be shown in Figures 1 and
2, respectively, using the performance profile introduced by Dolan and Moré
[4]. The performance profile seeks to find how well the solvers perform

relative to the other solvers on a set of problems. In general, P(t) is the

fraction of problems with performance ratio t, thus, a solver with high values

of P(t) or one that is located at the top right of the figure is preferable.

Figures 1 and 2 show that the BFGS-SD” method has the best
performance, since it can solve 98% of the test problems compared with the
BFGS-SD' method (95%) and BFGS method (86%). Besides, we can say
that the BFGS-SD' is the fastest solver for two characters which is the

number of iterations and the CPU-time pertaining to Figures 1 and 2.
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Figure 2. Performance profile based on CPU-time.
5. Conclusion

Unconstrained optimization problems have been solved by a scaling
of BFGS-SD method. The efficiency of the proposed method is evident
by numerical results of test problems. The solution of unconstrained
optimization problems with exact line search is an interesting area for further

investigation.
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