
Chapter 77
A Hybrid Selection Method Based
on HCELFS and SVM for the Diagnosis
of Oral Cancer Staging
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Zainul Ahmad Rajion and Norkhafizah Saddki

Abstract A diagnostic model based on Support Vector Machines (SVM) with a
proposed hybrid feature selection method is developed to diagnose the stage of
oral cancer in patients. The hybrid feature selection method, named Hybrid Cor-
relation Evaluator and Linear Forward Selection (HCELFS), combines the
advantages of filters and wrappers to select the optimal feature subset from the
original feature set. In HCELFS, Correlation Attribute Evaluator acts as filters to
remove redundant features and Linear Forward Selection with SVM acts as the
wrappers to select the ideal feature subset from the remaining features. This study
conducted experiments in WEKA with ten fold cross validation. The experimental
results with oral cancer data sets demonstrate that our proposed model has a better
performance than well-known feature selection algorithms.
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77.1 Introduction

Feature selection (FS) as preprocessing steps to machine learning in real world
data, is very useful in reducing dimensionality, removing irrelevant data and noise
to improve result. It could directly reduce and remove irrelevant number of the
original features by selecting a subset that contributes to the optimum information
for classification. The FS algorithms are divided into two categories: the filter
methods and wrappers methods [1]. Both methods have their own abilities and
advantages. The filter method contributes high computational efficiency compared
to the wrapper method. The wrapper could achieve better results than the filter
approach. In this study, we combined both methods to propose a hybrid algorithm
to gain the optimum selected features.

Head and neck (HNC) cancer is one of the major cancers worldwide. One part
of HNC is oral cancer with the incidence rising in every country. Early clinical
cancer diagnosis is seen as an important element in reducing the mortality rate of
this deadly disease. The process of clinical diagnosis begins with information
gathering or eliciting data from a patient’s history. It includes data collection from
patient’s primary report of symptoms, past medical history, family history, and
social history. In this process, sometimes decision making can be done, where the
clinician can start the procedure of formulating a list of possible diagnoses [2].
Then, by doing a physical examination, the physician detects abnormalities by
looking at, feeling, and listening to all parts of body. However, the patient’s record
is a collection of features and data that leads to problems for the diagnosis process.
The challenge of applying computational solution to the data collected is in the
conversion of data into an appropriate form, suitable for the diagnosis process [3].
Because of this, FS method is applied to reduce the irrelevant data and finally
select the optimum features to diagnose the stage of oral cancer. This paper
explains the development of a diagnostic model based on Support Vector
Machines (SVM) with a proposed hybrid feature selection method in diagnosing
the stage of oral cancer.

The remaining of the paper is organized as follows: related work is given in
Sect. 77.2, while Sect. 77.3 gives a brief description about the FSA algorithms—
Correlation Attribute Evaluator and LFS, SVM algorithm. Section 77.4 discusses
the diagnostic model for oral cancer and Sect. 77.5 reports the results and dis-
cussion. The concluding remarks are given in Sect. 77.6 to address further research
issues.

77.2 Related Work

Support Vector Machine (SVM) is an affective algorithm used in medical diag-
nosis for pattern recognition, machine learning and data mining. In the literature,
there are some works related to medical diagnosis. Aruna et al. compared the
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performance criterion of supervised learning classifiers such as Naïve Bayes, SVM
RBF kernel, RBF neural networks, Decision trees J48 and Simple CART. The
experiments conducted were found that SVM RBF Kernel produced highest result
than other classifiers with respect to accuracy, sensitivity, specificity and precision
[4]. Jaganathan et al. have proposed a feature selection method with improved
F-score and SVM for breast cancer diagnosis and produced a classification
accuracy of 95.565 %. This result is better than RBF Network (95.278 %) [5]. In
other field, SVM is also applied in cyber-security. Maldonado and L’Huillier
proposed an embedded approach for feature selection using SVM in phishing and
spam classification. It outperforms other techniques in terms of classification
accuracy by removing the features that affect on the generalization of the classifier
by optimizing the Kernel function [6].

This related work is also focusing on the diagnosis of head and neck cancer using
machine learning and data mining algorithm. For instance, Kawazu et al. [7] used
neural network (NN) to predict lymph node metastasis of patients with oral cancer.
They utilized histopathological data set of lymph nodes which saw an accuracy of
93.6 % in diagnosing patients. Boronti et al. produced four different results with
three different methods such as SVM, Decision Trees (DTs), XCS and NN with
accuracies of 75.5, 76.5, 79.2 and 71.3 % respectively [8]. In another study, they
continued with other methods. They produced a classification result with DTs
(70 %), XCS (79 %) and NN (78 %) [9]. Besides this, Exarchos et al. [10] employed
a feature selection algorithm, Correlation-based Feature Subset selection (CFS) and
the wrapper algorithm in order to omit redundant or possible irrelevant features and
maintain the most informative and discriminatory ones. With the applications of
Bayesian Networks, Artificial Neural Networks, SVM, DTs and Random Forests,
the study produced an accuracy of (69.6 %), (66.1 %), (69.6 %), (66.1 %) and
(58.9 %) respectively. However, with a hybrid model of Relief F-GA-ANFIS,
Chang et al. produced a better classification accuracy with 93.81 % [11].

77.3 Materials and Methods

77.3.1 Features Selection Algorithm

In this study, feature selection for high-dimensional data are conducted in WEKA
with tenfold cross validation. The main idea of feature selection functions are used
to find the most significant attributes by removing features with little or no pre-
dictive information. The functions used for attribute evaluation (feature selection)
within this study are as follows:

Correlation Attribute Evaluator. This algorithm evaluates the worth of an
attribute by measuring the correlation between it and the class. Nominal attributes
are considered on a value by value basis by treating each value as an indicator. An
overall correlation for a nominal attribute is arrived at via a weighted average.
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CFS Subset Evaluator. This algorithm evaluates the worth of a subset of
attributes by considering the individual predictive ability of each feature along
with the degree of redundancy between them.

The Correlation Feature Selection (CFS) is a simple filter algorithm that ranks
feature subsets according to a correlation based heuristic evaluation function. It
measures subsets of features on the basis of the hypothesis, ‘‘A good feature subset
is one that contains features highly correlated with (predictive of) the class, yet
uncorrelated with (not predictive of) each other’’. The following equation gives
the merit of a feature subset S consisting of k features:

Meritsk ¼
krcf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k þ kðk � 1Þrff

p ð1Þ

where MeritSk is the heuristic ‘‘merit’’ of a feature subset S containing k features,
rcf is the average value of all feature-classification correlations (f [ S), and rff is the
average value of all feature-feature correlations. The numerator of (1) can be
thought of as providing an indication of how predictive of the class a set of features
are; the denominator of how much redundancy there is among the features [12].

All the attributes were searched using these algorithms:
Ranker. Ranks attributes by their individual evaluations. Use in conjunction

with attribute evaluators (ReliefF, GainRatio, Entropy etc.).
Linear Forward Selection (forward). Linear Forward Selection, a technique to

reduce the number of attributes expansions in each forward selection step. This
function is extension of Best First. It takes a restricted number of k attributes into
account. Fixed-set selects a fixed number k of attributes, whereas k is increased in
each step when fixed-width is selected. The search uses either the initial ordering
to select the top k attributes, or performs a ranking (with the same evaluator the
search uses later on). This algorithm starting from the empty set, sequentially add
the feature x+ that results in the highest objective function J(Yk + x+) when
combined with the features Yk that have already been selected.

1. Start with the empty set Y0 = (Ø)
2. Select the next best feature X + = arg max [J(Yk + x)]x 62Yk

3. Update Yk+1 = Yk + x+; k = k + 1
4. Go to 2

77.3.2 Oral Cancer Dataset

The study obtained a record review of oral cancer patients from the Otorhino-
laryngology Clinic at Hospital Universiti Sains Malaysia (HUSM) in Kelantan
respectively. The dataset is made up of 27 parameters and a primary tumor stage as
attributes for the diagnosis of the patients. The study was conducted after the
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obtainment of the required approvals from the Research and Ethics Committee
(Human), Universiti Sains Malaysia, No.236.4.(4.4) [13]. Number of instances was
210, and 27 features with patient_id was named as label and stage was named as
class label. The numerical variables were analysed through the corresponding
ranges of their values. Age was divided into five groups (group 1: below 30 years
old; group 2: 30–39 years old; group 3: 40–49 years old: group 4: 50–59 years old
and group 5: 60 years old and above) [14, 15]. The oral cancer regions included in
this study were the tongue, buccal mucosa, palate, floor of mouth, maxilla, lip,
cheek, mandible, tonsil, parotid gland, oropharynx and other unspecified parts. The
details of the attributes found in this dataset for features selection listed in
Table 77.1.

Table 77.1 Description of
the datasets

Attributes no. Attributes name

1. Age

2. Gender

3. Ethnicity

4. Smoking

5. Chewing betel quid

6. Alcohol

7. S1

8. S2

9. S3

10. S4

11. S5

12. S6

13. S7

14. S8

15. S9

16. S10

17. S11

18. Site

19. Size

20. Lymph node

21. Histological

22. SCC

23. T

24. N

25. M

26. Stage (class label): Stage I,
Stage II, Stage III, Stage IV
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77.4 Diagnostic Model: Hybrid Correlation Evaluator
and Linear Forward Selection

A hybrid feature selection method, named HCELFS is proposed in this study. This
FS method, hybrid Correlation Attribute Evaluator with ranker and CFS Subset
Evaluator with Linear Forward Selection was applied for oral cancer diagnosis. It
combines the advantages of both methods to select the optimal features subset
from the original feature set. In the diagnostic model, the first step included the
Correlation Attribute Evaluator method filtering the relevant features which
resulted in reduced features subset. From this subset CFS Subset Evaluator with
Linear Forward Selection (LFS) searched for the most relevant features resulting
in optimum feature set used for diagnosing the cancer stage. Figure 77.1 shows the
stage in the algorithm.

77.5 Results and Discussion

The experiments of features selection against oral cancer data set are conducted in
WEKA with tenfold cross validation. Algorithm started with 25 features and 210
instances. With Correlation Ranking Filter, the algorithm ranked 25 features
namely 20, 23, 21, 22, 16, 19, 24, 8, 2, 15, 7, 17, 3, 18, 5, 1, 13, 9, 11, 6, 25, 10, 14,
4 and 12 (see Table 77.2). We removed 1 feature namely 12 with ranking rate 0.
With the resultant 24 features, the subset method then remove the redundant and

1. Data set with all features (25 attributes)

2. Features ranking using Correlation Attributes Evaluator to rank 
relevant features highest to lowest 

3. Remove features with ranking rate=0 

4. Reduce features subset to remove redundant and irrelevant

5. Selection of most relevant features using LFS

6. Selected optimum features

Fig. 77.1 Stage in hybrid correlation evaluator and linear forward selection (HCELFS)
algorithm
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irrelevant 10 features namely, 7, 5, 1, 13, 11, 6, 25, 10, 14 and 4. This algorithm
ended with 14 features namely 20, 23, 21, 22, 16, 19, 24, 8, 2, 15, 17, 3, 18 and 9
as optimum features set.

Table 77.3 summarize hybrid the features selection methods experimented in
this study. It started with no features selection (FS0), Correlation Attribute
Evaluator with Ranker (FS1), and then combined FS1 with CfsSubset Evaluator
with Linear Forward Selection (FS2).

Table 77.2 Correlation
ranking filter for oral cancer
data set with 25 attributes

Correlation ranking filter Ranked attributes (%)

20: Lymph node 0.4602

23: T 0.4319

21: Histological 0.3715

22: SCC 0.3611

16: S10 0.3561

19: Size 0.3558

24: N 0.3349

8: S2 0.3203

2: Gender 0.2751

15: S9 0.2660

7: S1 0.2644

17: S11 0.2345

3: Ethnicity 0.2323

18: Site 0.2297

5: Betel quid 0.1966

1: Age 0.1884

13: S7 0.1810

9: S3 0.1496

11: S5 0.1465

6: Alcohol 0.1042

25: M 0.1042

10: S4 0.0905

14: S8 0.0599

4: Smoking 0.0455

12: S6 0

Selected 25 attributes:

20, 23, 21, 22, 16, 19, 24, 8, 2, 15, 7, 17, 3, 18, 5, 1, 13, 9, 11, 6,
25, 10, 14, 4 and 12
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In order to evaluate the efficiency of the FS methods, performance measure of
accuracy were considered. The measures are compiled by the Classification
Accuracy (%) = (TP + TN)/(TP + FP + FN + TN). In this study, four different
machine learning algorithms were used to classify the oral cancer data set with
three features selection methods and optimum features selected by the proposed
hybrid algorithm, Naive Bayes (NB), Multilayer Perceptron (MLP), K-Nearest
neighbors (KNN), and SVM. NB classifier using estimator classes. MLP classifier
uses backpropagation to classify instances. This network can be built by hand,
created by an algorithm or both. The network can also be monitored and modified
during training time. K-Nearest neighbor classifier (lazy.IBk) can select appro-
priate value of K based on cross-validation. It can also do distance weighting.
SVM or SMO-Poly Kernel (E-1.0) implemented globally replaces all missing
values and transforms nominal attributes into binary ones. It also normalizes all
attributes by default. Table 77.4 shows the results for the classifier. The empirical
comparison shows that the features selected by the hybrid algorithm also improved
the accuracy of the entire classifier algorithm used for the oral cancer data set.
Table 77.5 shows the classification accuracies of our method and other classifiers
from literature for the head and neck data set.

Table 77.3 Selected attributes with hybrid feature selection methods

FS Method Selected attributes

FS0 No features selection All attributes

FS1 CorrelationAttributeEval Ranked attributes: 20, 23, 21, 22, 16, 19, 24, 8, 2, 15, 7, 17,
3, 18, 5, 1, 13, 9, 11, 6, 25, 10, 14, 4, 12 (25 attributes)

Ranker Remove ranting value = 0 (attribute 12)

FS2 CfsSubsetEval Remove irrelevant attributes = 10 attributes 7, 5, 1, 13, 11,
6, 25, 10, 14, 4

LinearForwardSelection
(forward)

Optimum features: 14 attributes 20, 23, 21, 22, 16, 19, 24, 8,
2, 15, 17, 3, 18, 9

Table 77.4 Accuracy performance for classification algorithms on oral cancer data set

Algorithm FS0 FS1 FS2

Updateable Naïve Bayes 91.9048 91.9048 94.7619

8.0952 8.0952 5.2381

MLP 94.2857 93.8095 95.2381

5.7143 6.1905 4.7619

Lazy-IBK 86.1905 86.1905 91.4286

13.8095 13.8095 8.5714

SMO- poly kernel (E-1.0) 93.3333 93.3333 96.1905

6.6667 6.6667 3.8095
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Table 77.5 Classification accuracies of this study method and other classifiers from literature

Author, year Method Accuracy
(%)

Kawazu et al. 2003 [7] Neural networks (NN) 93.6

Baronti et al. 2005 [8] Support vector machines (SVM) 75.5

Decision trees (C4.5) 76.5

XCS 79.2

NN 71.3

Tung and Quek 2005
[16]

FS based on wrapper Above
90 %Monte Carlo evaluative selection (MCES)

Classification using

SVM with polynomial kernel, K-Nearest
Neighbor (K-NN) classifier, artificial neural
network (ANN) and the GenSoFNN-TVR(S) network

Baronti and Starita,
2007 [9]

Naive Bayes (NB) 69.4

C4.5 70

NN 78

XCS 79

Hypothesis classifier systems (HCS) 83.8

Xie et al. 2010 [17] Improved F-score and sequential forward floating
search (IFSFFS)

100 (best)

SVM 97.58
(avg)

Exarchos et al. 2011
[10]

Bayesian networks (BNs) 69.6

ANN 66.1

SVM 69.6

Decision trees (DTs) 66.1

Random forests (RFs) 58.9

Chang et al. 2013 [11] 1. Pearson’s correlation coefficient (CC) and
Relief-F as the filter approach

93.81 %

2. Genetic algorithm (GA) as the wrapper approach

3. CC-GA and ReliefF-GA as the hybrid approach.

Hybrid model of ReliefF-GA-ANFIS

Calle-Alonso
et al. 2013 [18]

Combines pairwise comparison, Bayesian
regression and K-NN

97.74

This study FS on erythemato squamous disease data set, combine 98.64

1. CorrelationAttributeEval and Ranker

2. CfsSubsetEval and LinearForwardSelection
(forward)

3. SMO- Poly Kernel (E-1.0)

This study FS on oral cancer data set, combine 96.19

1. CorrelationAttributeEval and Ranker

2. CfsSubsetEval and LinearForwardSelection
(forward)

3. SMO- Poly Kernel (E-1.0)
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77.6 Conclusion

In this study, it is noted that a diagnostic model based on Support Vector Machines
(SVM) with a proposed hybrid feature selection method to diagnose the stage of
oral cancer showed an increased of classification accuracy. The hybrid feature
selection method, named HCELFS, combines Correlation Attribute Evaluator
which acts as a filter and SBFS which acts as the wrapper to select the ideal feature
subset from the remaining features.

The experimental results with oral cancer data sets demonstrate that the new
hybrid feature selection method has a better performance than well-known feature
selection algorithms. It obtained optimal classification accuracy with 14 features
from a set of 25 features. The optimal feature subset obtained were then trained
with various data mining algorithms such as Naive Bayes (NB), Multilayer Per-
ceptron (MLP), K-Nearest neighbors (KNN), and SVM to diagnose the stage of
oral cancer. One direction for future studies is to consider proposing a hybrid
algorithm with various dataset and other data mining classifier.
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